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1. Introduction

VMware customers love the simplicity, performance and integration of VMware®
Virtual SAN™ since its launch.

Most customers choose to evaluate Virtual SAN before using it for production -
always a good idea. We’ve made a list of issues occasionally encountered as people
go through this process.

Follow this guide, and you’ll have a great evaluation.

2. Before You Start

Plan on testing a reasonable hardware configuration that resembles what you plan to
use in production. Refer to the VMware Virtual SAN 6.0 Design and Sizing Guide for
information on supported hardware configurations, and consideration when
deploying Virtual SAN.

2.1 All Flash or Hybrid

There are a number of additional considerations if you plan to deploy an all-flash
Virtual SAN solution:
e All-flash is available in Virtual SAN since version 6.0.
It requires a 10Gb Ethernet network; it is not supported with 1Gb NICs.
The maximum number of all-flash hosts is 64.
Flash devices are used for both cache and capacity.
Flash read cache reservation is not used with all-flash configurations.
There is a need to mark a flash device so it can be used for capacity - this is
covered in the Virtual SAN Administrators Guide.
e Endurance now becomes an important consideration both for cache and
capacity layers.

2.2 Three-node versus Four-node or Greater

While Virtual SAN fully supports 3-node configurations, they can behave differently
than configurations with 4 or greater nodes. In particular, in the event of a failure you
do not have the ability to rebuild components on another host in the cluster to
tolerate another failure. Also with 3-node configurations, you will not have the ability
to migrate all data from a node during maintenance. This is because virtual machines
on a 3 node cluster cannot be configured to tolerate more than one failure.

If you plan to deploy a 3-node cluster, then that is what you should test. But if you
plan on deploying larger clusters, we strongly recommend testing 4 or more nodes.
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Further considerations with three-node clusters are covered in the failure testing
section of this document.

For the purposes of this proof-of-concept guide, a 4-node configuration is used.
However, the cluster size is 3-nodes to begin with, and the fourth node will be added
during the course of the proof-of-concept.

2.3 Follow the vSphere Compatibility Guide Precisely

2.3.1 Why Is This Important?

We cannot overstate the importance of following the vSphere Compatibility Guide
(VCG) for Virtual SAN to the letter. A significant number of our support requests are
ultimately traced back to customers failing to follow these very specific
recommendations. This on-line tool is regularly updated to ensure customers always
have the latest guidance from VMware available to them.

2.3.2 Hardware, Drivers, and Firmware

The VCG makes very specific recommendations on hardware models for Storage /0
controllers, SSDs, PCI-E flash cards and disk drives. It also specifies which drivers
have been fully tested, and - in many cases - identifies the firmware level required.
The most direct way to check the controller’s firmware version is by interrupting the
boot process and looking into the controller’s BIOS settings. The VMware Virtual SAN
Diagnostics and Troubleshooting Reference Manual contains information about using
‘esxcli hardware pci list' and ‘vmkload_mod -s' to find the 1/O controller’s driver
version.

2.3.3 Out-of-box Drivers versus Inbox (Shipped with ESXi and Listed on
VCG)

Storage controller drivers provided as part of a server vendor’s vSphere distribution
may or may not be certified for use with Virtual SAN. When in question, go with the
driver version specified in the VCG.

Some SSD and flash vendors are revising their firmware frequently, often with
significant performance enhancements resulting. Check the VCG regularly for driver
and firmware updates.

Although it's well documented, people sometimes forget that Virtual SAN can’t claim
a disk that already has a partition on it. So make sure to check that your disks are
clean before trying to use them with Virtual SAN.

2.3.4 RAID-0 versus Pass-Through for Disks
The VCG will tell you if a controller supports RAID-0 or pass-through when presenting
disks to ESXi hosts. RAID-0 is only supported when pass-through is not possible.
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Check that you are using the correct configuration and that the configuration is
uniform across all nodes.

2.3.5 Controller Configuration

Keep the controller configuration relatively simple. For controller with cache, either
disable it, or - if that is not possible - set it to 100% read. For other vendor specific
controller features such as HP SSD Smart Path, we recommend disabling them. This
may only be possible from the BIOS of the controller in many cases.

2.4 Use Supported vSphere Software Versions

Itis highly recommended that anyone who is considering an evaluation of Virtual SAN
should pick up the latest versions of software. VMware continuously fixes issues
encountered by customers, so by using the latest version of the software, you avoid
issues already fixed.

In this proof-of-concept guide, Virtual SAN version 6.1 from vSphere 6.0ul is used.
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3. Virtual SAN POC Setup Assumptions and
Prerequisites

The following assumptions are being made with regards to the deployment:

b d

Four servers are available, and are compliant with the Virtual SAN HCL.

All servers have had ESXi 6.0ul deployed. These steps will not be covered in
this POC guide.

A 6.0ul vCenter Server has been deployed to manage these four ESXi hosts.
These steps will not be covered in this POC guide.

Services such as DHCP, DNS and NTP are available in the environment where
the POC is taking place.

Three out of four ESXi hosts should be placed in a cluster in vCenter.

If using HP storage controllers, install the hpssacli VIB.

The cluster must not have any features enabled, such as DRS, HA or Virtual
SAN. These will be done throughout the course of the POC.

Each host must have a management network and a vMotion network already
configured. There is no Virtual SAN network configured. This will be done as
part of the POC.

For the purposes of testing Storage vMotion operations, an additional
datastore type, such as NFS or VMFS, should be presented to all hosts. This is
an optional POC exercise.

A set of IP addresses, one per ESXi host will be needed for the Virtual SAN
traffic VMkernel ports. The recommendation is that these are all on the same
VLAN and network segment.

Havigator  §
1 Home ™
i & E <]

lie-vcsa-09.ie.loca

» [lg VSANG-DC

« ) vsamME-Cluster
[ ce-le-not.ielocal
@ cs-ie-n02ielocal
[ cs-ie-h03iie.local

i ie-vesa-09_1

[ W cs-ie-hD4.ielocal >

Figure 3.1: Initial cluster configuration example

From a network perspective, it is optimal to separate the Virtual SAN network from
the management and vMotion networks. Below, management, VM and vMotion
networks have their own uplinks via VSS (Virtual Standard Switch) vSwitchO.
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TCPIP configuration
Advanced
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BeED /S X0
Switch
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Standard switch: vSwitch0 (VM Network)

7 X

8 VM Network
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Figure 3.2: Initial host network configuration example — non-Virtual SAN networks

In this POC example, the Virtual SAN network is on its own VSS (vSwitch1) and the
VSS has a number of uplinks in this configuration. You do not need to follow this
design and you may use a much simpler “single uplink” VSS in your POC if you wish.
In the next section, the steps to create a Virtual SAN VMKkernel network interface will

be shown.

[ csie-h0tiedocal | Actions ~

Getting Started  Summary  Monitor | Manage | Related Objects

Sefings |INeWoring|| Storage | Aam Definitions | Tags | Pemissions

Virtual switches

e B3/ X0

& vswitcho
&t vswitch1

TCPIP configuration
Advanced

Standard switch: vSwitch1 (VSAN)

s X <]
(® vsan o ‘ T Physical Adapters
VLANID: - U‘ 1 1000 Full [i]
¥ Vikemel Ports (1) aH 1000 Full )
wmi2: 172320.1 e q o

| i vmnic7_1000 Ful

Figure 3.3: Initial host network configuration example — Virtual SAN network

It is considered best practice to dedicate 1GbE NICs to the Virtual SAN network. When

using 10GbE networks, multiple traffic types may share the same uplink.

VMkernel adapters

B @ Oy Q

Device Metwork Label Switch P Address TCP/IF Stack  wMotion Traffic Provisioning ... FTLogging  Managemen . vSphere Rep.. SAN Treff
vmkQ Q VMkernel-mgmt ﬂ’ vSwitch0 10.27.51.4 Default Disabled Disabled Disabled Enabled Disabled Disabled Disabled

@ vmk1 @ VMkernelvmotion 37 vSwitcho 10.27.51.34  Default Enabled Disabled Disabled Disabled Disabled Disabled Disabled

Figure 3.4: Initial host network configuration example
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If you plan to use distributed switches in your POC, details on how to migrate from a
VSS to a distributed switch are shown in appendix B of this guide.
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4. Virtual SAN Network Setup

Anyone implementing a Virtual SAN POC should be aware of the VMware Virtual
SAN 6.0 Design and Sizing Guide. The guide can be found here:

All ESXi hosts in a Virtual SAN Cluster communicate over a Virtual SAN network.
This is a new VMKkernel port type introduced in vSphere 5.5 specifically for Virtual
SAN. The following example will demonstrate how to configure a Virtual SAN
network on an ESXi host.

4.1 Advantages of Distributed Switch versus Standard
Switch

If the plan is to test Network I/0 Control (NIOC) functionality to provide Quality of
Service (QoS) on the Virtual SAN traffic, then a distributed virtual switch (DVS) will
be required. If you do not plan to use NIOC, then the evaluation may be done with a
standard switch (VSS).

4.2 Creating a VMkernel Port for Virtual SAN

In many deployments, Virtual SAN may be sharing the same uplinks as the
management and vMotion traffic, especially when 10GbE NICs are utilized. Later on,
we will look at an optional workflow that migrates the standard vSwitches to a
distributed switch for the purpose of providing Quality Of Service (QoS) to the Virtual
SAN traffic through a feature called Network I/0 Control. This is only available on
distributed switches.

The Virtual SAN license also includes entitlement to distributed switch, even on
the lower editions of vSphere (for use on the Virtual SAN enabled cluster only).

However, the assumption for this POC is that there is already a standard vSwitch
created which contains the uplinks that will be used for Virtual SAN traffic. In this
example, a separate vSwitch (vSwitch1) with dedicated 1Gbe NICs has been created
for Virtual SAN traffic, while the management and vMotion network use different
uplinks on a separate standard vSwitch.

To create a Virtual SAN VMkernel port, follow these steps:

Select an ESXi host in the inventory, then navigate to Manage > Networking >
VMkernel Adapters. Click on the icon for “Add host networking”, as highlighted below:
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VMkernel adapters

Device tetwork Label Switch P Address TCPIIF Stack  whioticn Traffic Frovisioning ... FTLogging  Managemen e Rep.. =Re ot \N Trfii
vmk0 | @ VMkernel-mgmt ﬂ vSwitchl 10.27.51.4 Default Disabled Disabled Disabled Enabled Disabled Disabled Disabled
vmk1 @ VMkemelvmotion 1 vswitcho 10.27.51.34  Default Enabled Disabled Disabled Disabled Disabled Disabled Disabled

Figure 4.1: Add host networking

Ensure that VMkernel Network Adapter is chosen.

Q cs-ie-h04.ie.local - Add Networking 2}

1 Select connection type Select connection type

Selecta connection type to create
2 Select target device

(=) VMkernel Network Adapter
The VMkernel TCPIP stack handles traffic for ESXi services such as vSphere vMotion, iSCSI,
MFS, FCoE, Fault Tolerance, Virtual SAM and host management. y,

L
_) Physical Network Adapter
4 Ready to complete A physical network adapter handles the network traffic to other hosts on the network.

_) Virtual Machine Port Group for a Standard Switch
Aport group handles the vitual machine traffic on standard switch.

Figure 4.2: Select VMkernel Network Adapter type

The next step gives you the opportunity to build a new standard vSwitch for the
Virtual SAN network traffic. In this example, an already existing vSwitch1 contains
the uplinks for the Virtual SAN traffic. If you do not have this already configured in
your environment, you can use an already existing switch or select the option to
create a new standard vSwitch. When you are limited to 2 x 10GbE uplinks, it makes
sense to use the same VSS. When you have many uplinks, some dedicated to different
traffic types (as in this example), management can be a little easier if different VSS
with their own uplinks are used for the different traffic types.

As there is an existing vSwitch in our environment that contains the network uplinks
for the Virtual SAN traffic, the “browse” button is used to select it as shown below.

E| cs-ie-h04.ielocal - Add Networking

+ 1 Select connection type Selecttarget device
Select a target device for the new connection.

2 Select target device

3 Connection settings (=) Select an existing standard switch
3a Paort properties [ Browse.. |
() New standard switch
4 Ready to complete

Figure 4.3: Select and existing standard switch via “Browse” button
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Select Switch

Select a standard switch on which o create a ViMkernel adapter.
Switch

E wSwitchO

1 vswitch

Discovered |ssi

|' oK | | Cancel

i:igure 4.4: Choose a vSwitch

E| cs-ie-h04.ie.local - Add Networking

+ 1 Select connection type Select target device

Select a target device for the new connection.
2 Select target device

3 Connection settings (=) Select an existing standard switch
3a Port properties | Browse... |

() New standard switch

4 Ready to complete

Figure 4.5: vSwitch is displayed once selected

The next step is to setup the VMkernel port properties, and choose the services, such
as Virtual SAN traffic. This is what the initial port properties window looks like.

[ cs-ie-hod.ielocal - Add Networking (7

+ 1 Select connection type Port properties

Specify VMkerne! port seftings
+ 2 Selecttarget device

3 Connection settings VMKemel port settings

3a Port properties
Network label “v‘mkeme\
30 1P seftings
e ——— VLAN ID: None (0) z|
IP setiings: [ 1P [~]
TCPIP stack | Default [-]@
Available services
Enable senices [ wiation traffic

[ Provisiening traffic

[] Fauit Tolerance logging

[] Management traffic

[] vSphere Replication traffic

] vSphere Replication NFC fraffic
(] Virtual SAN traffic

Back HNext Cancel

Figure 4.6: Default port properties
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Here is what it looks like when populated with Virtual SAN specific information.

[ cs-ie-nod.e.local - Add Networking

Port properties
SpecifyVkernel port settings

+ 1 Select connection type
+ 2 Selecttarget device
3 Connection settings

3a Port properties

3b IPv4 settings

‘VMkernel port settings
Netwark label
VLAN 1D
IP settings:
TCPIP stack:
Available services

Enable senices:

VSAN

None (0)

1Pd -

Default >

[ vhotion traffic

[ Provisioning traffic

[] Fault Tolerance logging

[] Management traffic
[]vSphere Replication traffic

[ vSphere Replication NFC traffic
[ Virtual SAN traffic

Back Next Cancel

Figure 4.7: Port properties configured for Virtual SAN traffic

In the above example, the network label has been designated “Virtual SAN”, and the
Virtual SAN traffic does not run over a VLAN. If there is a VLAN used for the Virtual
SAN traffic in your POC, change this from “None (0)” to an appropriate VLAN ID.

The next step is to provide an IP address and subnet mask for the Virtual SAN
VMkernel interface. As per the assumptions and pre-requisites section earlier, you
should have these available before you start. At this point, you simply add them, one
per host by clicking on “Use static IPv4 settings” as shown below. Alternatively, if you
plan on using DHCP IP addresses, leave the default setting which is “Obtain 1Pv4
settings automatically”.

[J cs-ie-hod.e.local - Add Hetworking

IPv4 settings
Specify Wiikernel IPv4 settings.

" 1 Select connection type
" 2 Selecttarget device

3 Connection settings

) Obtain IPvd settings automatically
v 3a Port properties

3b IPw setlings

I::g,- Use static [Pvd settingsjl

IPud address: 172 . 32 0 4
4 Ready to complete

Subnet mask: 265 . 255 255 . (|

Default gateway for IPv4: 10.27.51.254

DME server addresses: 10.27.51.252

Figure 4.8: IP address and subnet mask

The final window is a review window. Here you can check that everything is as per
the options selected throughout the wizard. If anything is incorrect, you can navigate
back through the wizard. If everything looks like it is correct, you can click on the
“Finish” button.
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E| cs-ie-h04.ie.local - Add Networking

+' 1 Select connection type
" 2 Selecttarget device

3 Connection settings
v 3a Port properties
v 3b IPvd4 settings

% 4 Ready to complete

Ready to complete

Review your settings selections before finishing the wizard.

Standard switch

New port group:

VLAN ID:

TCPIP stack:

vMotion traffic:
Provisioning traffic:

Fault Tolerance logging:
Management traffic:
vSphere Replication traffic:

vSphere Replication NFC traffic:

Virtual SAN traffic:
IPv4 settings
IPv4 address:

Subnet mask:

vBwitch1
VSAN

51
Default
Disabled
Disabled
Disabled
Disabled
Disabled
Disabled
Enabled

172.32.0.4 (static)

255 255.0

Back

' e =
i\ Finish ] Cancel

Figure 4.9: Review window

If the creation of the VMKkernel port is successful, it will appear in the list of VMKkernel
ports, as shown below.

VMkernel adapters

2 @ b-
Device etwork
FE vmkD | @

Switch IP Address
fif vSwitcho 10.27.514
fif vSwitcho 10.27.51.34

fif vSwitch1 1723204

TCRIP Stack | vhotion Traffic
Default Disabled
Default Enabled
Default Dizabled

.. FT Logging

Disal
Disabled

Disabled

Mensgemen... vSphere Rep.. v3p
Enabled Disabled
Disabled Disabled
Disabled Disabled

Figure 4.10: VMkernel adapters with new Virtual SAN VMkernel adapter

Q -
Sphere Rep... Virtusl SAN Traffic
Disabl Disabled
Disabled Disabled
Disabled Enabled

That completes the Virtual SAN networking setup for that host. You must now repeat
this for all other ESXi hosts, including the host that is not currently in the cluster you
will use for Virtual SAN.

If you wish to use a DVS (distributed vSwitch), the steps to migrate from standard
vSwitch (VSS) to DVS are documented in Appendix B—Migrating from Standard
vSwitch to Distributed of this POC Guide.
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5. Enabling Virtual SAN on the Cluster

Enabling Virtual SAN is quite simple, and can be done in just a few clicks in the
vSphere web client. However, there is one decision that needs to be made when
enabling Virtual SAN, and that is whether you want Virtual SAN to claim all of the
unused local storage on the ESXi hosts, or if you (as the administrator) wish to decide
which physical disks and flash devices to use for the Virtual SAN datastore.

To enable Virtual SAN, select the cluster object in the vCenter inventory, then select

the Manage tab > Settings > Virtual SAN > General, as shown below.
vmware® vSphere Web Client #=

Navigator X | [ VSAN6-Cluster | Actions ~

4 Home D Getting Started  Summary  Monitor ‘ Manage | Related Objects

e @ 8 9 |-
[setngs | Scheduled Tasks | Marm Definitions | Tags | Permissions

[ ig~vcse-09.ie local
v [l VSANE-DC
[» Tl VSANG-Cluster »
b g cs-ie-h0d.ielocal ~ Services
vSphere DRS

vSphere HA

" Virtual SAN is Turned OFF

~ Virtual SAN 0 host
Disk Management 0 of O eligible
Fault Domains
~+ Configuration
General Jo hosts in the cluster
Licensing
VMware EVC
WMHost Groups
VM/Host Rules
VM Overrides
Host Options

Profiles

Figure 5.1: Virtual SAN is Turned OFF

To turn on (or enable) Virtual SAN, there is an “Edit” button located in the top right
as shown below.

[ vSANB-Cluster | Actions =

il
I{

Getting Started  Summary  Monitor | Manage ‘ Related Objects

| Seftings | Scheduled Tasks | Alarm Definitions ‘ Tags | Permissions |

“ Virtual SAN is Turned OFF |/

- Services

vSphere DRS
vSphere HA
w Virtual SAN

Disk Management
Fault Domains
Health

~ Configuration

General

Figure 5.2: Virtual SAN Edit button

Simply click on this “Edit” button to start the process of enabling Virtual SAN. This
opens the following pop-up, which provides the option to turn on Virtual SAN, and
then add disks to storage manually or automatically.
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- -

% VSANG-Cluster - Edit Virtual SAN Settings 7}

(] Turn ON Virtual SAN

oK || cancel

Figure 5.3: Edit Virtual SAN Settings

When “Turn ON Virtual SAN” option is checked, the option to select a manual or
automatic option is available for selection.

% VSANG-Cluster - Edit Virtual SAN Settings ?)

[ Turn ON Virtual SAN

Add disks o storage | panyal | v |
Automatic iming of any new disks on the included
torage.
Licensing A Alicense must be assigned to the cluster in order to

create disk groups or cansume disks automatically.

oK || cancel

Figure 5.4: Add disks to storage

If networking is correctly configured, and each of the ESXi hosts can communicate,
then the Virtual SAN Cluster will form. In the following example, manual disk claiming
is chosen so as to provide for learning more about Virtual SAN disk groups during the
POC.
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5.1 Manual Disk Claiming—Create Disk Groups

At present, there are three hosts in the Virtual SAN Cluster. However, because the
cluster is in manual mode, no flash devices or disks have been claimed. A General
view of Virtual SAN currently looks something like this.

[, VSANG-Cluster | Acions =

Cefting Started  Summary  Monitor | Manage | Related Objects

Settings | Scheduled Tasks | Alarm Definitions | Tags | Permissions

“ Virtual SAN is Turned ON
v Services Add disks to storage  Manual
vSphere DRS
DT Resources
w Virtual SAN Hosts 3 hosts
Pr— Flash disks in use 0 of 3 eligible
Disk Management Data disks in use 0of 19 eligible
Fault Domains Total capacity of Virtual SAN datastore  0.00B
Health Free capacity of Vitual SAN datastore 0008
w Configuration Network status v Normal
General
Licensing On-disk Format Version

VMware EVC Virtual SAN formatversion A
VMHost Groups Disks with older version A 00of0
VM/Host Rules

Support Assistant Upload Support Bundles fo Senice Request

VM Overrides
Host Options Lastuploadiime

Profiles

Figure 5.5: Virtual SAN enabled, no disks or flash device claimed

Any warnings against Virtual SAN format version and Disks with older version can be
ignored for the moment. These appear as a result of the Health checks, but since there
are no disks in the cluster as yet, these warning are displayed.

The next step is to claim some storage and flash devices for Virtual SAN and create
the disk groups.

Navigate to Disk Management, just below the General view. You should observe that
there are no disk groups associated with the hosts, nor are there any disks in use.

There are a number of icons here related to the claiming of disk groups that require
further explaining:

:E; This allows you to build disks groups across all hosts in one step. Useful for
small clusters, but cumbersome when lots of hosts and disks present

% Create a new disk group on a per host basis (visible when disk group
selected)

Table 5.1: Disk group icons

For this POC, one flash device and two magnetic disks (HDD) are chosen for the disk
group. This is repeated for all three hosts. Of course, you may wish to include
additional devices in your POC.
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As mentioned, since this is a small cluster, we are only going to create a disk group
containing two physical disks for capacity. Either of the icons shown above can be
chosen. In this example POC, the first icon shown above can be chosen.

This immediately pops up an option to “Select all eligible disks”. We are not choosing
this option in the POC, but it is a useful option to be aware of. If you are including all
disks in all hosts, then you may certainly choose this option to speed things along.

Similarly, if one clicks on the check box next to a hostname, all disks belonging to that
host will be used for creating disk groups. This is also not a feature we wish to use in
the POC either, but once again a useful option to be aware of. If you wish to select all
disks on a particular host for your POC, you may choose this option.

@ VSANGB-Cluster - Claim Disks for Virtual SAN Use 2

When claiming disks for Virtual SAN, the following rules apply:
1. Hosts that contribute to the Virtual SAN cluster must contribute at least 1 flash disk.
2. The number of HOD disks that a host contributes must be greater than or equal to the number of flash disks it contrioutes.
Iore flash disks means better performance, and more HOD disks mean more datastore capacity
r— -
Select all eligible disks = Show: | Eligible hosts v |Q -
Hame Drive Type Capacity Transpart Type

v |& [§ cs-ie-h03ielocal

¥ @ HP Serial Attached SCSI Disk (naa.60050801001ceefcd213cebdb51cdbed) HDD 13670 GB  Block Adapt...
+] 3 HP Serial Attached SC&I Disk (naa.60050801001cd259a07ef213c8Teaad7) HDD 136.70GE  BlockAdapt.. |
v/ @ HF Serial Attached SCSI Disk (naa.60050801001c0c8b560d7a2be44433) Flash 186.28 GB  Block Adapt...
(= HP Serial Attached SCSI Disk (naa.60050801001¢2b7a3d39534ackbebo2d) HDD 136.,70GB  BlockAdapt...
= HP Serial Attached SCSI Disk (naa.60050801001cb1113292fe7 43a0fd2e7) HDD 136.70GB  Block Adapt...
2 HP Serial Attached SCSI Disk (naa 600508b1001c1a71310268ccd51a4e83) HDD 13670GB  Block Adapt
2 HP Serial Attached SCSI Disk (naa.600508b1001c9b93053e6dc3eadbf3ef) HDD 136.70 GB Block Adapt
v (@ [§ cs-ie-h0t.ielocal
¥ & HP Serial Attached SCSI Disk (naa.60050801001c16befe256767284eaf38) HDD 136.70 GB  Block Adapt...
¥ 3 HP Serial Attached SC&I Disk (naa 60050801001 c2aec3f0f34d30235fbag) HDD 136.70GB  Block Adapt...
(= HP Serial Attached SCSI Disk (naa.600508b1001c64816271482a56a48¢3c) HDD 13670 GB  BlockAdapt.. |y
[ 25items [=~

Configuration validation

+ Configuration correct.

0K Cancel

Figure 5.6: Claiming disks for disk groups

Note that there will be warnings posted if a flash device and magnetic disk devices
are not chosen, since a disk group requires one flash device and at least one magnetic
disk in hybrid configurations, which is what we are working on here. Click on the OK
button to complete the configuration.

Once the configuration task completes, the Disk Management view should now be
updated with a disk group per host added, as well as the “Disks in Use” column
populated with the number of disks in use in the disk groups, which should be three
(one flash device and two magnetic disks). The view should look similar to the
following, although the total number of disks will vary depending on your POC.
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7, VSANG6-Cluster | Actions ~

Gefting Started  Summary  Monitor \ Manage \ Related Objects

(B38| scheduled Tasks | Alarm Definitions | Tags | Permissions |

“ Disk Groups

~ Services

ni
Q

vSphere DRS

TECTERE + [ ese-nozielocal
~ Virtual SAN 5 Disk group (020008000060050851001¢9c8b5M600732be.
General ~ [J cs-ie-h0tielocal
Disk group 10010
Fault Domains ~ [ es-e-no2ielocal
Health & Disk group 1001c84b

~ Configuration
General
Licensing
VMvrare EVC M
VM/Host Groups
. cs-ie-n03.je Jocal: Disks
VM Overrides
Host Options Name
Profiles HP Serial Attached SCSI Disk (n2a.60050801001c9c8b560d7a
(2 HP Serial Attached SCSI Disk (naa.60050801001ceefc4213cehs.
(& HP Serial Attached SCSI Disk (naa.60050801001cd259a07ef213

Figure 5.7: Disk groups created

Disks in Use State
3017 Connected
3
3ofg Connected
3
3067 Connected
3

Drive Type  Capacity
Flash 186.28 GB
HDD 13670 GB
HDD 136.70 GB

Virtual SAN .. | Fault Demain
Healthy
Healthy
Healthy
Healthy
Healthy
Healthy

Virtual SAN Health Status | Operational

Healthy Mounted
Healthy Mounted
Healthy Mounted

Q Fifle -
Network Part__ | Disk Format Version
Group 1

2
Group 1

2
Group 1

2

Gitems [+

Show: | Inuse (3)

Transport Type
Block Adapter
Block Adapter
Block Adapter

Returning to the General view (and possibly refreshing the screen) should now show
the number of flash disks in use (three, one per host) and data disks (six, two per host)
that are now in use. It should also show the total capacity of the Virtual SAN datastore,
which in this case is ~812GB. That is 6 x 136GB, less some overhead. Remember that
flash devices do not contribute towards capacity, only the magnetic disk devices (in

the case of hybrid configurations).

[J vsANG-Cluster  Actions

Cefting Started  Summary  Monitor | Manage | Related Objects

| Seflings ‘ Scheduled Tasks | Alarm Definitions ‘ Tags | Permissions

“ Virtual SAN is Turned ON

& BEREE Add disks to storage  Manual

vSphere DRS

vSphere HA Resources
~ Virtual SAN Hosts 0 hosts
Flash disks in use 0 of 0 eligible
Disk Management Data disks in use 0 of 0 eligible
Fault Domains Total capacity of Virtual SAN datastore 000B
Health Free capacity of Virtual SAN datastore 0008
w Configuration Metwaork status ' Mormal
General
Licensing On-disk Format Version
VMware EVC Virtual SAM format version Wersion 2 (latest)
VMHost Groups Disks with older version @ oofg

VM/Host Rules
VM Overrides

Host Options Lastupload time -

Support Assistant

Profiles

Figure 5.8: On-disk Format Version

VMware Storage and Availability Business Unit Documentation / 2 1



6. Enable the Virtual SAN Health Check
Plugin

Following on from the Virtual SAN 6.0 GA release, a new feature called Health Check
plugin was released. This gives administrators valuable information regarding the
state of the Virtual SAN Cluster, and is also extremely useful for POC activities as it
quickly discovers issues.

There is an in-depth description of health checks, including how to install and
configure it, as well as detailed information on the various checks that it carries out.
Refer to the VMware Virtual SAN Health Check Plugin Guide.

Starting with vSphere 6.0 update 1 and vCenter 6.0 update 1, the Health Check plugin
is pre-installed both in vCenter and as a VIB on each ESXi host. All that’s required is
to enable the health check services once Virtual SAN is enabled. This is done on a
cluster-by-cluster basis at the cluster’s Manage tab > Settings > Virtual SAN > Health.
Once enabled, the new health check service in Virtual SAN 6.1 runs hourly by default
and on-demand when you visit the cluster’s Monitor tab > Virtual SAN > Health.

[P c1 | Actions ~ =v

Getting Started  Summary  Monitor | Manage | Related Ohjects

Sefings | Scheduled Tasks | Alarm Definitions | Tags | Permissions

“ Health Service Edit setiings ...
< SRS Health sewice status @ Enabled

vSphere DRS

g Health service version 6.1.0
vSphere HA . .
Health check interval 60 minutes

w Virtual SAN

General HCL Database | Update from file... | | Getlatest version online |

Disk Management Lastupdated  Today

Fault Domains

m Support Assistant | Upload Support Bundles o Senice Request... |

w Configuration Last upload time

General
External Proxy Settings

Configure the proxy to access the internet when you use Virtual SAN CEIP{Customer

Licensing

UAPEIGEYE Expetience Impravement Prograrm), Virtual SAN Support Assistant and get latest HCL
VYMHost Groups database online.

SRR RIES Host name

M Overrides Port

Host Options Lzer name

Ruonies Prowy setting type

Figure 6.1: Managing Virtual SAN health check service

With the Virtual SAN -enabled cluster object selected in the inventory, navigate to the
Monitor tab > Virtual SAN > Health. This will display the list of health check, and their
status. Hopefully everything will show up as passed as per figure 6.2 below.
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[7 VSANG-Cluster  Actions ~

Getting Started  Summary | Monitor | Manage Related Objects

Issues | Profile Compliance | Performance | Tasks | Events | Resource Reservation [Viriual SAN | vSphere DRS | Utilization

* Virtual SAN Health (Last checked: 07 April 2015 13:16:43)

Proactive Tests Cluster health

@ Passed >
Physical Disks @ Passed » Dataheafth
Virtual Disks @ Passed + Limits health
Resyncing Components @ Passed ¥ Network health
@ Passed + Physical disk health
@ Passed b VSAN HCL health
1) Gitems [~

Figure 6.2: Top level list of health checks

6.1 Check Your Network Thoroughly

Once the Virtual SAN network has been created, and Virtual SAN is enabled, you
should check that each ESXi host in the Virtual SAN Cluster is able communicate to
all other ESXi hosts in the cluster. The easiest way to achieve this is via the Health
Check Plugin.

6.1.1 Why Is This Important?

Virtual SAN is entirely dependent on the network: its configuration, reliability,
performance, etc. One of the most frequent causes of requesting support is either an
incorrect network configuration, or the network not performing as expected.

6.1.2 Check the Network Partition Groups after Creating Cluster

A network partition is when a subset of hosts (one or more) in unable to communicate
to another subset of hosts. The Disk Management view (found under Virtual SAN
Cluster > Manage tab > Settings) provides immediate information about whether or
not there is a network partition in your cluster. If the network is functioning properly,
all hosts will be in Group 1. Only if multicast routing is properly configured would
Virtual SAN still function with multiple partition groups. Refer to the Network health
tests under Cluster > Monitor > Virtual SAN > Health.

[} vsAN6-Cluster | Actions =

Gefting Started  Summary  Monitor | Manage | Related Objects

Sefings | Scheduled Tasks | Alarm Definitions | Tags | Permissions

" Disk Groups
w Services @ — = o) .
vSphere DRS Disk Group Disksin Use  State Wirtusl SAN ... | Fault Domain /'\er.":'-'Fs'ml:' e-:,:\ Disk Format Version
ESRe A - @ cs-ie-h03.ie local 3aof7 Connected Healthy Group 1
SgiuatisAN {5 Disk group (02000800006005085100... 3 Healthy 2
General - E cs-ie-h01ielocal 3ofg Connected Healthy Group 1
= Disk group (02000800006005080100... 2 Healthy 2
Fault Domains - @ cs-ie-h02 je local 3of7 Connected Healthy Group 1
Health & Disk group (02000800006005080100... 3 Healthy \_ )2

Figure 6.3: Network Partition Group info
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6.1.3 Use the Health Check Plugin to Verify Virtual SAN Functionality
Running individual commands from one host to all other hosts in the cluster can be
tedious and time consuming. Fortunately, since Virtual SAN 6.0 supports a new health
check plugin, part of which tests the network connectivity between all hosts in the
cluster. If for some reason the cluster will not form, and displays a “Network
misconfiguration” in the General view, you should proceed with enabling the health
check plugin, outlined in the previous section. This will reduce the time to detect and
resolve the networking issue, or any other Virtual SAN misconfiguration issues in the
cluster.

In the screenshot below, one can see that each of the health checks for networking
has successfully passed.

]

§J vsANG-Cluster  Actions v

Gefting Started  Summary | Monitor | Manage Related Objects
Issues | Profile Compliance | Performance | Tasks | Events | Resource Resenation [ Miflual' SAN | vSphere DRS | Utilization
“« Virtual SAN Health (Last checked: 09 April 2015 07:59:42) Retest
Proactive Tests @ Passed » Cluster health
Physical Disks @ Passed » Datahealth
Virtual Disks © Passed » Limits health
Resyncing Components & Passed ~ Network health
© Passed All hosts have a VSAN vmknic configured

@ Passed

have matching multicas

nings
All hosts have matching subnets

Basic (unicast) connectivity check (normal ping

Hosts disconne
Hosts with ¢
Hosts with V

MTU check (ping with large packet size

Multicast assessment based on other checks

Unexpec AN cluster members

| cluster partition

» Physical disk health

M 17items (=~
Figure 6.4: Network health checks all passed
If any of the network health checks fail, select the appropriate check and examine the
details screen below for details on how to resolve the issue. Each details view also

contains an AskVMware button where appropriate, which will take you to a VMware
Knowledge Base article detailing the issue, and how to troubleshoot and resolve it.

For example, in this case where one host does not have a Virtual SAN vmknic
configured, this is what is displayed.
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Virtual SAN Health (Last checked: 09 April 2015 09:12:09)

Tiest Result Test Mame

€ Failed » Data health -
€ Failed  Network health

& Failed All hosts have a WSAN vmknic configured

€ Failed All hosts have matching multicast settings

) Failed WSAN cluster partition

Ay Warning All hosts have matching subnets

® Passed Basic (unicast) connectivity check (normal ping)

& Passed Hosts disconnected from VC

& Passed Hosts with connectivity issues

® Passed Hosts with VSAN disabled

& Passed MTU check (ping with large packet size)

& Passed Multicast assessment based on other checks -
i 17items [~

All hosts have a VSAN vmknic configured
Checkif all hosts in a VSAN cluster have configured VSAN traffic (i ]

Hosts with no WSAN vmknic present

Haost

@ cs-ie-hotielocal
Figure 6.5: Network health failure example

Before going any further with this POC, it is worth downloading the latest version of
the HCL database and running a “Retest” on the Health check screen. This will ensure
everything in the cluster is optimal. It will also check the hardware against the
VMware Compatibility Guide (VCG) for Virtual SAN, verify that the networking is
functional, and that there are no underlying disk problems. All going well, after the
Retest, everything should still display a “Passed” status.

[7 VSANG-Cluster  Actions ~

Getting Started  Summary | Monitor | Manage Related Objects

[1ssues ‘ Profile Ccmphance‘ Performance ‘ Tasks | Events | Resource Reservation |VIfUal SAN|| vSphere Rs‘ Utilization

* Virtual SAN Health (Last checked: 07 April 2015 13:16:43)
Proactive Tests @ Passed » Cluster health
Physical Disks @ Passed » Datahealth
Virtual Disks @ Passed v Limits health
Resyncing Components @ Passed b Network health
@ Passed + Physical disk health
@ Passed b VEAN HCL health
Iy Gitems [~

Figure 6.6: Virtual SAN Health checks
In particular at this juncture the Cluster health, Limits health and Physical disk health

should be examined. The data health only becomes relevant once you start to deploy
virtual machines to the Virtual SAN datastore.
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Virtual SAN Health (Last checked: 09 April 2015 09:22:02)

Test Result Test Name
& Passed ~ Cluster health -
@ Passed Advanced Virtual SAM configuration in sync

& Passed ESX V5AN Health service installation

@ Passed WSAN CLOMD liveness

@ Passed VSAN Health Service up-to-date

& Passed + Data health

@ Passed = Limits health

& Passed After 1 additional host failure

@ Passed Current cluster situation

& Passed » Metwork health

@ Passed + Physical disk health

@ Passed Component metadata health

@ Passed Congestion

@ Passed Disk capacity

& Passed Memory pools (heaps)

@ Passed IMemaory pools (slabs)

& Passed Ietadata health

@ Passed Overall disks health

@ Passed Software state health

i, 20items [~

Figure 6.7: Expanded Health check plugin Checks

6.1.4 Use the Troubleshooting Reference Manual to Verify Network
Functionality

If you need to delve deeper into troubleshooting the network, there are a number of
commands available for testing network connectivity between Virtual SAN hosts.
These include vmkping and tcpdump-uw. How to use these commands, and the
different parts of Virtual SAN functionality that they test, are outlined in the VMware
Virtual SAN Diagnostics and Troubleshooting Reference Manual.

Virtual SAN, including the Health check monitoring, is now successfully deployed. The
remainder of this POC guide will involve various tests and error injections to show
how Virtual SAN will behave under these circumstances.
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7. vSphere Functionality on Virtual SAN

This initial test is per VM testing, and will highlight the fact that general virtual
machine operations are unchanged in Virtual SAN environments.

7.1 Deploy Your First VM

In this section, a VM is deployed to the Virtual SAN datastore using the default
storage policy. This default policy is preconfigured and does not require any
intervention unless you wish to change the default settings, which we do not
recommend.

To examine the default policy settings, navigate to Home > VM Storage Policies.
{2} Home

J Home |

Inventories

W 8 =m e B o

vCenter Hosts and “Ms and Storage Networking Content vRealize
Inventory Lists Clusters Templates Libraries Orchestrator
Monitoring
7 5 E () &
&l B . 'S B @&
Task Console Event Console vCenter Host Profiles " Storage Customization
Operafions Policies Specification

Manager Manager

Administration

H & R

Roles System Licensing
Configuration

Figure 7.1: VM Storage Policies

From there, select Virtual SAN Default Storage Policy and then select the Manage
tab. Under the Manage tab, select Rule-Set 1: Virtual SAN to see the settings on the

policy:
vmware® vSphere Web Client #=

Navigator X  EF virtual SAN Default Storage Policy  Actions ~
4 WM Storage Policies D Gefting Started  Summary  Monitor | Manage | Related Objects
%5 Virtual SAN Default Storage Policy
- Rule-Set 1: VSAN
&0 virtual Machines Name and description
1 3"

WM Templates in Folders RU“*'S'E“:\'W |)  Number of failures to tolerate 1
Mumber of disk stripes per 1
object
Force provisioning Mo
Object space reservation (%) 0
Flash read cache reservation 0.0000
(%)

Figure 7.2: Rule-Set 1: Virtual SAN (default policy)

VMware Storage and Availability Business Unit Documentation / 2 7



We will return to VM Storage Policies in more detail in a future chapter, but suffice to
say that when a VM is deployed with the default policy, it should have a mirror copy
of the VM data created. This second copy of the VM data is placed on storage on a
different host to enable the VM to tolerate any single failure. Also note that object
space reservation is set to 0%, meaning the object should be deployed as “thin”. After
we have deployed the VM, we will verify that Virtual SAN adheres to both of these
capabilities.

One final item to check before we deploy the VM is the current free capacity on the
Virtual SAN datastore. This can be viewed from the Virtual SAN Cluster > Manage tab
> Settings > General view. In this POC, itis 811.95 GB.

Virtual SAN is Turned ON

Add disks to storage Manual

Resources
Hosts 3 hosts
Flash disks in use 3 of 3 eligible
Data disks in use G of 19 eligible

Total capacity of Virtual SAMN datastore 811.95 GB

(Free capacity of Virtual SAN datastore  511.95 GB )

.,

Metwork status " Mormal
Figure 7.3: Current free capacity of Virtual SAN datastore

Make a note of the free capacity on your POC before continuing with the deploy VM
exercise.
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To deploy the VM,

[J vSANG-Cluster

Getting Started [y B Actions - VSANB-Cluster |

Actions ~

simply follow the steps provided in the wizard.

4 Add Host

[ Mave Hosts into Cluster
Hewvapp » | %1 New VM from Library

B Mew Resource Pool

% Deploy OVF Template

Reslore Resource Pool Tree

| Storage
- Cluster Resour

v E
Host Profiles » Ellere DRS

Host:
ose Edit Default VI Compatioility Balanced

Total virtual flash rg

[Eg Assign License
EVC mode
| setings on automation level
;| on threshold
* ClusterConsum ~ Move To
—  Rename
- Tags Tags »

Assigned Tag Add Permission...

t management automation level
Alarms »
scommendations
X Delete uits
All vRealize Orchestrator plugin Actions  » —
SAN
1"
Add disks to storage
Hosts
Assign
Flash disks in use
- Related Objects 0| | Data disks in use
Datacenter [l VSANG-DC Total capacity ofVirtual SAN datastore

More Related Objects | | Free capacity of Virtual SAN datastore

Network status

Figure 7.4: New Virtual Machine

————

Fully Automated
Apply priority 1
priority 2, and
priority 3
recommendations

of
0
0

WManual

3 hosts
3of3eligible
§of 10 eligible
81195GB
735,00 GB

' Normal

Disk management

# New Virtual Machine

G)w

Select a creation type
How would you like to create a virtual machine?

1 Select creation type

v 1a Selecta creation type

2 Edit settings

2a Selecta name and folder

Deploy from template

Clone an existing virtual machine
Clone virtual machine to template
Clone template to template

Converttemplate to virtual machine

Create a new virtual machine

This option guides you through creating a new virtual
maching. You will be able to customize processors, memary,
network connections, and storage. You will need to install a
guest operating system after creation.

Next Cancel

Figure 7.5: Create a new virtual machine
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At this point a name for the VM must be provided, and then the Virtual SAN Cluster
must be selected as a compute resource.

#3 New Virtual Machine ?) M

1 Select creation type Selecta name and folder
Specify a unigue name and target location

v 1a Selecta creation type
2 Edit settings Enter a name for the virtual machine
2a Selecta name and folder I'V'Saﬂﬁ'ODC'IESI"v'm"l I

Mirtual machine names can contain up to 80 characters and they must be unique within each vCenter Server VI folder.

Select a location for the virtual machine.

Q
w [ievesa-09ielocal
mplete Select a datacenter or VM folder to create the new virtual
machine in.
Back Next Cancel
Figure 7.6: Select a name and folder
1 New Virtual Machine ?)

1 Select creation type Select a compute resource
Select the destination compute resource for this operation

v 1a Selecta creation type

2 Edit settings
+  2a Selecta name and folder

w [[7VSANG-DC
v 2b Selecta compute resource
[ /§ VSANG-Cluster
2c Selectstorage b [ cs-ie-n0.ie.local

Select a cluster, host vApp or resource pool to run this
virtual machine

Compatibility:

o Compatibility checks succeeded

Back Next Cancel

Figure 7.7: Select a compute resource

At this point, the virtual machine deployment process is almost identical to all other
virtual machine deployments that you have done on other storage types. It is the next
section that might be new to you. This is where a policy for the virtual machine is
chosen.

From the next menu, you can either select the Virtual SAN datastore, and the

“Datastore Default” policy will actually point to the “Virtual SAN Default Storage
Policy” seen earlier.
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3 New Virtual Machine

1 Select creation type Select storage

Selectthe datastore in which to store the configuration and disk files
v 1a Selecta creation type

2 Edit seftings

M Storage Policy: | Datastore Default | = \ i ]
~  2a Selecta name and folder

The following data e e

v 2b Selecta compute resource virtual machine con ol No Requirements Policy

purce that you selected. Selectthe destination datastors for the

f%  2c Selectstorage Name Mirtual SAN Default Storage Policy jed Free Type Storage DRS
2d Select compatibility EH NFS - 5046 TB 379.19 GB 50.19TB NFSv3
Je § 15 [ vsanDatastore 811.95GB 7595 GB T36.00 GB /san
B corkisos.cslvmware.com 17778 16178 170.62 GB MNFSv3
. B cs-ie-h02-scratch 136.50 GB 315GB 133.35 GB WMFS
eady to complete
B cs-ie-h03-scratch 136.50 GB 321GB 133.29GB WMFS
. v
Compatibility:
@ compatisility checks succeeded.
Back Hext Cancel

Figure 7.8: Select the Virtual SAN Default Storage Policy

Once the policy has been chosen, datastores are split into those that are compliant
with the policy, and those that are non-compliant with the policy. As seen below, only
the Virtual SAN datastore can understand the policy settings in the Virtual SAN

Default Storage Policy so it is the only one that shows up as Compatible in the list of
datastores.

43 New Virtual Machine 2
1 Select creation type Select storage
Selectthe datastore in which to store the configuration and disk files
+  1a Selecta creation type
2 Eilicsiin 2 W Storage Policy. | Vitual SAN Default Storage Policy | ~ | @
W B SHEEnE R ar R The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the
+~  2b Selecta compute resource virtual machine configuration files and all of the virtual disks.
4 2c Selectstorage Name Capacity Provisioned Fres Type Storage DRS
2d Selectcompatibility Compatible
[ vsanDatastore 811.95GB 0.00B 81195GB vsan
Incompatible
B NFs-silon 5046 TB 37914 GB 501978 NFSv3
0 complete
B corkisos.cslvmware.com 177TB 18178 170.62GB NFSv3
H cs-ie-h02-scratch 136.50 GB 3.06GB 13244 GB VMFS
[ ce-ie-h03-serateh 136.50 GB 312GB 13338 GB VMFS
1 C
Compatibility:
@ compativiliy checks succeeded.
Back Next Cancel

Figure 7.9: vsanDatastore is compatible with Virtual SAN Default Storage Pélicy

The rest of the VM deployment steps in the wizard are quite straightforward, and
simply entail selecting ESXi version compatibility (leave at default), a guest OS (leave
at default) and customize hardware (no changes). Essentially you can click through
the remaining wizard screens without making any changes.
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#3) New Virtual Machine

1 Select creation type Select compatibility
Select compatibility for this virtual machine depending on the hosts in your environment
v 1a Selecta creation type
2 Edit settings The host or cluster supports more than one Viware virtual machine version. Select a compatibility for the virtual machine.
+  2a Selecta name and folder

v 2b Selecta compute resource Compatible with: | ESX 6.0 and later | M | i ]

S This virtual machine uses hardware version 11 and provides the best performance and latest features

% 2d Select compatibility available in ESX 6.0.

2e Selectaguest0S

Back Next Cancel

Figure 7.10: Select the ESXi compatibility (click next)

¥ New Virtual Machine (7 »

1 Select creation type Selecta guest 08
Choose the guest OS that will be installed on the virtual machine
+  1a Selectacreation type

2 Edit settings Identifying the guest operating system here allows the wizard to provide the appropriate defaults for the operating system
+  2a Selectaname and folder installation.

«  2b Selectacompute resource

«  2c Selectstorage GuestOS Family: | Windows [~

+  2d Select compatibility Guest OS Version: | Microsoft Windows Server 2008 R2 (64-bit) | -]

B 2e SelectaguestOS

2f Customize hardware

3 Readyto lete

Compatibility: ESXi 6.0 and Iater (VM version 11)

Back Next Cancel

Figure 7.11: Select the guest OS (click next)

¥ New Virtual Machine Gl

Customize hardware
Configure the virtual machine hardware

1 Select creation type

<

1a Selecta creation type

@ EeEinTS [V\rtualHardwara ‘ VM Options ‘ SDRS Rules ‘

+  2a Selecta name and folder
v | cPu ‘ 1 N
~  2b Selectacompute resource S ——
« 2 Selectstorage » M Memory ‘ 4098 "\ [ |-
«  2d Selectcompatibility » 4 New Hard disk 40 = \ -
v 2e SelectaguestOS 3 New SCSl confroller LS| Logic SAS

2f Customize hardware » [ New Network | vh Network |+ | ™ Connect.

3 Ready to complete

» (®) New CD/DVD Drive | Client Device |~]
» New Floppy drive ‘ Client Device ‘ v‘
+ (@ video card | Specify custom settings ‘ -

» g2 VMCI device
» (@) New SATA Controller

» Other Devices -

New device: —— Select —— ‘v‘

Compatibility. ESXi 6.0 and later (VM version 11)

Back Next Cancel

Figure 7.12: Customize hardware (click next)
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The final step in the wizard is to click the “Finish” button to initiate the creation of

the VM.

¥ New Virtual Machine

1 Select creation type Provisioning type:

~  1a Selecta creation type virtual machine name

2 Edit settings Folder:
2a Selecta name and folder Cluster:
2b Selecta compute resource Datastore

2c Select storage WM storage policy:
Guest 0S name:
2e Selecta guest0S CPUs:
2f Customize hardware WMemary

NIC 1 network:

v
v
v
+  2d Select compatibility
v
v
v

MIC 1 type:

SCSl controller 1

Create hard disk 1
Capacity
Datastore:

VM storage

Figure 7.13: Finish VM creation

Creale a new virtual machine
vsan6-poc-testvm-1

VSANB-DC

VBANG-Cluster

vsanDatastore

Virtual SAN Default Storage Policy

Microsoft Windows Server 2008 R2 (64-bit

VI Network

E1000

LSl Logic SAS

Mew virtual disk

4000GB

vsanDatastore

Virtual SAN Default Storage Policy -

Compatibility: ESXi 6.0 and later (VM version 11)

Back Finish Cancel

Once the VM is created, select the new VM in the inventory, navigate to the Manage
tab, and then select “Policies”. There should be two objects shown, “VM home” and
“Hard disk 1”. Both of these should show a compliance status of “Compliant”
meaning that Virtual SAN was able to deploy these objects in accordance to the

policy settings.
({1 vsanG-poc-test-vm-1 Actions -
Getting Started  Summary  Monitor

Manage | Related Objects

Seftings | Alarm Definifions | Tags | Permissions | Policies | Scheduled Tasks
Storage
¢ & )
Mame 1 v VM Storage Policy '/S:"r:lis":e Status Last Chedwed
] ¥M home Fﬁ- Wirtual SAM Default Storage Policy + Compliant 08/04/201512:35
&5 Hard disk 1 Ej- YWirtual SAM Default Storage Policy \\/ Compliant 08/04/2015 12:35

Figure 7.14: VM is compliant with policy settings

To verify this, navigate to the Monitor tab, and then select “Policies”. Once again, both
the “VM home” and “Hard disk 1” should be displayed. Select “Hard disk 1” and further
down the window, select the “Physical Disk Placement” tab. This should display a
RAID 1 configuration with two components, each component representing a mirrored
copy of the virtual disk. It should also be noted that different components are located
on different hosts. This implies that the policy setting to tolerate 1 failure is being

adhered to.
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(1 vsan6-poc-testym-1  Actions +

il
|1

Gefting Started  Summary | Monitor | Manage Related Objects

Issues | Performance |Policies | Tasks | Events | Uilization

[

Q -
Name VM Storage Policy Compliance Status Last Chedked
£ VM home Eg Virtual SAN Default Storage Policy + Compliant 08/04/201512:35
&5 Hard disk 1 E Virtual SAN Default Storage Policy + Compliant 08/04/201512:35
H 2items [=~
()
Compliance FaHLIIES,)‘ Physical Disk Placement }"
vsan6-poc-test-vm-1 -“ar(\ disk 1 : Physical D\sk.F\acemenl
- = Q E
Type 1% ComponentState  Host Flash Disk Name Flash Disk Uuid DD D .
Witness B Active Q cs-ie-h01.ielocal A HP Serial Attached SCSI Dis. 528b3019-8368-151e-0103-26. &3 HP Serial Attached SCSI Dis. -83cc-911+4520-13b4ca74803e
~ RAID1
Component W Active D cs-ie-h02.ielocal [ HP Serial Attached SCSI Dis. 521963f0-33f5-+ 3 HP Serial Attached SCSI Dis. 1-2b04-b3af-ba3f-2b03ebaadice
Component I Active D cs-ie-h03.ielocal 4 HP Serial Attached SCSI Dis. 52a4acab-f622-602! (= HP Serial Attached SCSI Dis. 523de844-6b48-6bda-44ad-c28df042c16e

Figure 7.15: Physical Disk Placement displays underlying layout of objects

The witness item shown above is used to maintain a quorum. For more information
on the purpose of witnesses, and objects and components in general, refer to the
VMware Virtual SAN 6.0 Design and Sizing Guide.

One final item is related to the “object space reservation” policy setting that defines
how much space a VM reserves on the Virtual SAN datastore. By default, it is set to

0%, implying that the VM’s storage objects are entirely “thin” and consume no
unnecessary space.

If we examine Figure 7.12, we see that we requested that the VM be deployed with
40GB of disk space. However if we look at the free capacity after the VM has been
deployed (as shown in figure 7.16 below), we see that the free capacity is very close
to what it was before the VM was deployed, as previously captured in figure 7.3.

Virtual SAN is Turned ON

A

dd disks to storage Manual

Resources
Hosts 3 hosts
Flash disks in use 3 of 3 eligible
Data disks in use g of 19 eligible

Total capacity of Virtual SAMN datastore 811.95 GB
Free capacity of Virtual SAMN datastore 811.57 GB

Metwork status " Marmal

Figure 7.16: Free capacity after VM is created

Of course we have not installed anything in the VM such as a guest OS, but it shows
that only a tiny portion of the Virtual SAN datastore has so far been used, verifying
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that the object space reservation setting of 0% (essentially thin provisioning) is
working correctly.

Do not delete this VM as we will use it for other POC tests going forward.
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7.2 Snapshot VM

Using the virtual machine created previously, take a snapshot of it. The snapshot can
be taken when the VM is powered on or powered off. The objective here is to see a
successful snapshot delta object created, and see that the policy settings of the delta
object are inherited directly from the base disk object.

s - e — e
} G Actions - vsan6-poc-test-vm-1 « [ cs-ie-notieloc
Power
Guest 03
Snapshots
®f Open Console

& Migrate...
Clone ] _

Template r

Figure 7.17: Take a VM snapshot

iy Take VM Snapshot for vsanf-poc-test-vm-1 (?)
Mame |snapsnut1 |
Description
| ok |[ cancel |

i:igure 7.18: Provide a name for the snapshot and optional description
Once the snapshot has been requested, monitor tasks and events to ensure that it has

been successfully captured. Once the snapshot creation has completed, additional
actions will become available in the snapshot dropdown window. For example there
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is a new action to “Revert to Latest Snapshot” and another action to “Manage
Snapshots..”. e s

i1 Actions - vsans-poc-test-vm-1 :

vsana-poc-test-vm-1 'L
Guest O3 b

@ Open Console ,Mﬂ Revertto Latest Snapshot |
Clone J - :

Figure 7.19: New snapshot actions

If the “Manage Snapshots...” option is chosen, the following is displayed. It includes
details regarding all snapshots in the chain, the ability to delete one or all of them, as
well as the ability to revert to a particular snapshot.

(&) Manage VM Snapshots for vsan6-poc-test-vm-1 )
w (1 veanf-poc-testvm-1 Mame snapshot1
= & snapshot1 Description
(® You are here
Created 08 April 2015 14:16:28
Disk Usage 2.01MB
Caonsole
4 i »
[ Rewrtto || Delete || Deletean | Close |

Figure 7.20: Manage Snapshots

There is unfortunately no way to see snapshot delta object information from the Ul,
like we can do for VMDKs and for VM home. Instead, the Ruby vSphere Console (RVC)
must be relied on. To get familiar with RVC, see VMware Ruby vSphere Console

Command Reference for Virtual SAN.

The command needed to display snapshot information is:

vsan.vm object info <VM>
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Here is an output based on the snapshot created previously:

/ie-vcsa-09.ie.local/VSAN6-DC/vms> vsan.vm_object info 1
VM VSAN6-poc-test-vm-1:
Namespace directory
DOM Object: 95122555-8061-3328-cf10-001£29595f9f (v2, owner: cs-ie-hOl.ie.local,
policy: forceProvisioning = 0, hostFailuresToTolerate = 1, spbmProfileId = aa6d5a82-1c88-

45da-85d3-3d74b91ab5bad, proportionalCapacity = [0, 100], spbmProfileGenerationNumber = 0,
cacheReservation = 0, stripeWidth = 1)
RAID 1

Component: 96122555-80ad-3c97-dadf-001£29595f9f (state: ACTIVE (5), host: cs-ie-
hOl.ie.local, md: 52fc637f-ecf9-2b53-£f£f31-9e8d75d2b43f, ssd: 528ba019-e369-151e-01b3-
26b103d7de0f,

votes: 1, usage: 0.3 GB)

Component: 96122555-dc90-3e97-9c6£-001£29595f9f (state: ACTIVE (5), host: cs-ie-
h02.ie.local, md: 52edaedl-2b04-b3af-ba3f-2b03ebaa9fce, ssd: 521963f0-33f5-eaaf-d2el-
£7a218b13be4,

votes: 1, usage: 0.3 GB)

Witness: 96122555-fc7b-3£97-5d9a-001£29595£f9f (state: ACTIVE (5), host: cs-ie-

h03.ie.local, md: 527aaded-cec7-0661-b621-6e22d69c3042, ssd: 52adacab-f622-6025-bee3-
746d436627ct,

votes: 1, usage: 0.0 GB)
Disk backing: [vsanDatastore] 95122555-8061-3328-c£f10-001£29595f9f/VSAN6-poc-test-vm-

1-000001.vmdk

DOM Object: 2a2a2555-946f-292b-2e23-001£29595f9f (v2, owner: cs-ie-h0l.ie.local,

policy: spbmProfileGenerationNumber = 0, forceProvisioning = 0, cacheReservation = 0,
hostFailuresToTolerate = 1, stripeWidth = 1, spbmProfileId = aa6d5a82-1c88-45da-85d3-
3d74b91abbad, proportionalCapacity = [0, 100], objectVersion = 2)

RAID 1

Component: 2a2a2555-8ce3-al71-fb8e-001£f29595f9f (state: ACTIVE (5), host: cs-ie-
hOl.ie.local, md: 5255fd2b-83cc-911f-452b-13b4ca74e03e, ssd: 528ba019-e369-151e-01b3-
26b103d7de0f,

votes: 1, usage: 0.0 GB)

Component: 2a2a2555-78d0-a371-b90d-001£f29595f9f (state: ACTIVE (5), host: cs-ie-
h02.ie.local, md: 52edaedl-2b04-b3af-ba3f-2b03ebaa9fce, ssd: 521963f0-33f5-eaaf-d2el-
£7a218b13be4,

votes: 1, usage: 0.0 GB)

Witness: 2a2a2555-ce29-a571-da2b-001£29595f9f (state: ACTIVE (5), host: cs-ie-
h03.ie.local, md: 527aaded-cec7-0661-b621-6e22d69c3042, ssd: 52adacab-f622-6025-beel3-
746d436627ct,

votes: 1, usage: 0.0 GB)
Disk backing: [vsanDatastore] 95122555-8061-3328-cf10-001£29595£9f/VSAN6-poc-test-

vm-1.vmdk

DOM Object: 97122555-78d5-5580-bffc-001£29595f9f (v2, owner: cs-ie-h03.ie.local,

policy: forceProvisioning = 0, hostFailuresToTolerate = 1, spbmProfileId = aa6d5a82-1c88-
45da-85d3-3d74b9%1labbad, proportionalCapacity = 0, spbmProfileGenerationNumber = 0,
cacheReservation = 0, stripeWidth = 1)

RAID 1

Component: 98122555-3ec9-d1d6-01£f4-001£29595£9f (state: ACTIVE (5), host: cs-
ie-h02.ie.local, md: 52edaedl-2b04-b3af-ba3f-2b03ebaa9fce, ssd: 521963f0-33f5-eaaf-d2el-
f7a218bl3be4,

votes: 1, usage: 0.0 GB)

Component: 98122555-5c6£f-d3d6-55a7-001£29595f9f (state: ACTIVE (5), host: cs-
ie-h03.ie.local, md: 523de844-6b48-6bda-44ad-c28df042clee, ssd: 52adacab-f622-6025-bee3-
746d436627ctE,

votes: 1, usage: 0.0 GB)
Witness: 98122555-2028-d4d6-6ee6-001£29595f9f (state: ACTIVE (5), host: cs-ie-
hOl.ie.local, md: 5255fd2b-83cc-911f-452b-13b4ca74e03e, ssd: 528ba019-e369-151e-01b3-
26b103d7de0f,
votes: 1, usage: 0.0 GB)
/ie-vcsa-09.ie.local/VSAN6-DC/vms>

The three objects that are now associated with that virtual machine have a bold font
in this document for clarity. There is the namespace directory (VM home), there is the
disk VSAN6-poc-test-vm-1.vmdk and there is the snapshot delta VSAN6-poc-test-vm-
1-000001 . vindk. The snapshot delta has been highlighted in blue above.
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If you look closely, both of the disk backings have the same policy settings since every
snapshot inherits its policy settings from the base disk. Both have a stripeWidth of 1,
and hostFailuresToTolerate of 1 and an Object Space Reservation (shown as
proportionalCapacity here) of 0%.

The snapshot can now be deleted from the VM. Monitor the VM’s tasks and ensure
that it deletes successfully. When complete, snapshot management should look
similar to this.

<) Manage VM Snapshots for vsan6-poc-test-vm-1 ?

|
< vsanB-poc-testvm-1 Full Disk Usage 2.00 MB
(@ You are here
»
Delete All Close "

Figure 7.21: Manage Snapshots... Snapshot deleted

This completes the snapshot section of this POC. Snapshots in a Virtual SAN datastore
are very intuitive because they utilize vSphere native snapshot capabilities. Starting
with Virtual SAN 6.0, they are stored efficiently using “vsansparse” technology that
improves the performance of snapshots compared to Virtual SAN 5.5. In Virtual SAN
6.1, snapshot chains can be up to 16 snapshots deep.
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7.3 Clone a VM

The next POC test is cloning a VM. We will continue to use the same VM as before. This
time make sure the VM is powered on first. There are a number of different cloning
operations available in vSphere 6. These are shown here.

{f1 Actions - vsanB-poc-test-vm-1

Power g
Guest 03 3
Snapshots r

g Open Console

(& Migrate... _
&~ Clone to Virtual Machine._
¥
Template 5'3 Clone to Template...
Fault Tolerance ¥ |3 Clone to Template in Liorary...

e— | 4 |
Figure 7.22: Clone operations

The one that we shall be running as part of this POC is the “Clone to Virtual Machine”.
The cloning operation is very much a “click, click, next” type activity. This next screen
is the only one that requires human interaction. One simply provides the name for the
newly cloned VM, and a folder if desired.

55’ vsan6-poc-test-vm-1 - Clone Existing Virtual Machine o

1 Edit settings Selecta name and folder

Specify a unique name and target location
B4l 13 Selecia name and folder

10 Selectacompute resource  Enter a name for the virtual machine

...... Mrtual machine names can contain up to 80 characters and they must be unigue within each vCenter Server Vi folder.
2 Ready to complete Select a location for the virtual machine
Q

(&) ie-vesa-09.ie local
» [ VSANG-DC

Select a datacenter or VM folder to create the new virtual
machine in

Hext Cancel ||

Figure 7.23: Select a name and folder

We are going to clone the VM in the Virtual SAN Cluster, so this must be selected as
the compute resource.
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55 vsan6-poc-test-vm-1 - Clone Existing Virtual Machine 2N
1 Edit settings Select a compute resource
Selectthe dastination compute resource for this operation
' 1a Selecta name and folder
Pl 10 Selecta compute resource
Q I
1c Select storage
cs-ie-h0d ie local
@ Select a cluster, host, vApp or resource pool ta run this
virtual machine.
Compatibility,
@ Ccompatibility checks succeeded
Back Next Cancel

Figure 7.24: Select a compute resource

The storage will be the same as the source VM, namely the vsanDatastore. This will
all be pre-selected for you if the VM being cloned also resides on the vsanDatastore.

53 vsan6-poc-test-vm-1 - Clone Existing Virtual Machine 2 n
1 Edit settings Select storage
Selectthe datastore in which to store the configuration and disk files
+  1a Selectaname and folder
v 1b Selectacompule resourte  sgioctyiyal disk format | As cefine e -
QEERIELE T O M Storage Policy [ Virtual AN Default Storage Policy -] e
1d Select t
eleciclone options The following are e from the desti resource that you selected. Select the destination datastors for the
2 Ready tc plete virtual machine configuration files and all of the virtual disks.
Name Capacity Provisianed Free Type Stoage DRI*
Compatible
[ vsanDatastore 81195GB 84.55 GB 81155 GB vsan
Incompatible
B NFs-isilon 50.48TB 379.15G8 5019 TB NFSV3
B corkisos cslvmware.com 17778 161TB 170.62GB NFSv3
FA_rs-ia-hn2-acrateh 13R 50 AR _ 3N GR 137 44 GR VUFS d
Advanced >> |
Compatibility
Compatibility checks succeeded
@ virtual S&N storage consumption would be 80.00 GB disk space and 0.00 B reserved Flash space
Back Hext Cancel
25 vsan6-poc-test-vm-1 - Clone Existing Virtual Machine 2 M
1 Edit settings Select clone options
Selectfurther clone options
~  1a Selectaname and folder
~ 10 Selectacompute 18SOUICe 7] Cystomize the operating system
~ ¢ Select storage [] Customize this vitual machine’s hardware (Experimental)
B 1d Seleciclone oplions ] Power on virtual machine after creation
2 Ready to complete
Back Next Cancel

Figure 7.26: Select options (leave unchecked - default)
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This will take you to the “Ready to Complete” screen. If everything is as expected,

click Finish to commence the clone operation. Monitor the VM tasks for status of the
clone operation.

#3 vsan6-poc-testvm-1 - Clone Existing Virtual Machine

1 Edit settings Provisioning type Clone an existing virtual machine

1a Selectaname and folder Source virual machine:  vsang-poc-test-vm-

1b Selecta compute resource

o

v Virtual machine nama: vsan

v 1c Selectstorage Folder VSANG-DC

»  1d Select clone options Cluster. VSANG-Cluster

v Datastore: vsanDatastore
Disk storage As defined in the VI storage policy
VM storage policy Virtual SAN Default Storage Paolic

Back Finish Cancel

Figure 7.27: Ready to Complete
Do not delete the newly cloned VM. We will be using it in subsequent POC tests.

This completes the cloning section of this POC. Cloning with Virtual SAN has improved
dramatically with the new on-disk (v2) format in version 6.0 and 6.1.
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7.4 vMotion a VM between Hosts
The first step is to power-on the newly cloned virtual machine. We shall migrate this
VM from one Virtual SAN host to another Virtual SAN host using vMotion.

Note: Take a moment to revisit the network configuration and ensure that the
vMotion network is distinct from the Virtual SAN network. If these features share the
same network, performance will not be optimal.

First, determine which ESXi host the VM currently resides on. Selecting the “Summary”
tab of the VM does this. On this POC, the VM that we wish to migrate is on host cs-ie-
h01.ie.local.

(i vsan6-poc-testvm2 | Actions -

Getting Started | Summary | Monitor  Manage Related Objects

vsang-poc-test-vm 2
Guest O5: Mic rosoft Window s Server 2008 R2 (54-bit)
Compatibility : ESXi 6.0 and later ("M wversion 11)

“Whbw are Tools: Mot running, not installed

OMNZE Mame:

IPAddresses: ——————
b Powered On - # oY

Host: | cs-ig-hD1.ielocal |
Launch Remate Console :1 —

Download Remote Console )
Figure 7.28: VM Summary tab — Host is displayed

Right click on the VM and select Migrate.

' [§p Actions - vsan-poc-test-vmZ

Fower b
Guest O3 [
Znapshots ]

m Open Console

Figure 7.29: Migrate

Migrate allows you to migrate to a different compute resource (host), a different
datastore or both at the same time. In this initial test, we are simply migrating the VM
to another host in the cluster, so this initial screen can be left at the default of “Change
compute resource only”. The rest of the screens in the migration wizard are pretty
self-explanatory.
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1 vsan6-poc-test-vm2 - Migrate 20 M

Change the virtual machines’ compute resource, storage, or both,
2 Selecta compute resource

(=) Change compute resource only
Migrate the virtual machines to another host or cluster.

(_) Change storage only
Migrate the virtual machines’ storage to a compatible datastore or datastore cluster.

() Change both compute resource and storage
Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster.

Next Cancel
Figure 7.30: Change compute resources only
‘ {1 vsan-poc-test-vmz - Migrate 2 B
« 1 Select the migration type Select a compute resource
Selecta cluster, Nost, vApp or resource pool to run the virtual machines
O icta comput resouce
3 Select network I
| Fitter |
4 Select vMotion priority
[Hnsts ‘ Clusters ‘ Resource Pools ‘ wADDS l
5 plete S
® & (q Filter -
Name 1.4 [Cluster
O @ csde-hotielocal [ vsAMG-Cluster
(o) [ ce-e-ho2ielocal [J vSANG-Cluster
O @ cs-le-hodlelocal [J vsaNG-Cluster
[ 3 Objects
Compatibility:
@ Compativility checks succeeded
Back Hext Cancel
Figure 7.31: Select a destination host
(31 wsan6-poc-test-vm2 - Migrate 2) M

+ 1 Select the migration type Select network
Select the destination network for the virtual machine migration
+/ 2 Selecta compute resource

Bl 3 Select netwol Migrate WM networking by selecting a new destination netwark for all Vi network adapters attached to the same source netwark.

+ 4 Select vMotion priority
Source Netwark Used By Destination Nef

5 Ready to complete =
VM Network 1VMs i 1 Network adapters WM Network =

Advanced >=

Compatibility:

[ Compatibility checks succeeded.

Back Next Cancel

Figure 7.32: Select a destination network
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h vsan6-poc-test-vm2 - Migrate

Select vMotion priority

+/ 1 Select the migration type
Protect the performance of your running virtual machines by prioritizing the allocation of CPU resources

+/ 2 Selectacompute resource

~ 3 Select network (=) Schedule Wotion with high priority (recommended

v _ Sstect Ry vMotion receives higher CPU scheduling preference relative to normal priority migrations. vMotion might complete more
5 Ready to complete quickly.
() Schedule regular viotion

vMotion receives lower CPU scheduling preference relative to high priority migrations. You can extend vMotion duration

Back Next Cancel

Figure 7.33: Priority can be left as high (default)

At the “Ready to Complete” window, click on Finish to initiate the migration. If the
migration is successful, the summary tab of the virtual machine should show that
the VM now resides on a different host.

ik vsanf-poc-testym2 = Actions «
Gefting Started | Summary | Monitor Manage Related Objects

vsanb-poc-test-vm 2

Guest OS: Microsoft Window s Server 2008 R2 (64-bit)
Compatibility : E3Xi 8.0 and later ("M version 11)

Wit are Teols: Mot running, not installed

OhS Mame:

IP Addresses:

p Powered On

-ie-h02.ie.loc e

(-]

Host: l C
Launch Remaote Console oy
Download Remote Console @

Figure 7.34: Verify VM has migrated to new host

Do not delete the migrated VM. We will be using it in subsequent POC tests.

This completes the “VM migration using vMotion” section of this POC. As you can see,
vMotion works just great with Virtual SAN.
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7.5 Optional: Storage vMotion a VM between Datastores

This test will only be possible if you have another datastore type available to your
hosts, such as NFS/VMEFS. If so, then the objective of this test is to migrate the VM from
another datastore type into Virtual SAN. The VMFS datastore can even be alocal VMFS
disk on the host.

7.5.1 Mount an NFS Datastore to the Hosts

The steps to mount an NFS datastore to multiple ESXi hosts are described in the
vSphere 6.0 Administrators Guide. See the Create NFS Datastore in the vSphere
Client topic for detailed steps.

7.5.2 Storage vMotion a VM from Virtual SAN to Another Datastore Type

Currently the VM resides on the Virtual SAN datastore. Launch the migrate wizard,
just like we did in the last exercise. However, on this occasion, to move the VM from
the Virtual SAN datastore to the other datastore type you need to select “Change
storage only”.

() vsanG-poc-test-vm2 - Migrate N

Y 1 Select the migration type Select the migration type

Change the virtual machines' compute resource, storage, or both
2 Selectstorage

(_) Change compute resource only
Migrate the virtual machines to another host or cluster.

(=) Change starage only
Migrate the virtual machines’ storage to a compatible datastore or datastore cluster.

(_) Change both compute resource and starage
Migrate the virtual machines to a specific host or cluster and their storage to a specific datastore or datastore cluster.

Next Cancel

Figure 7.35: Change storage only
In this POC, we have an NFS datastore presented to each of the ESXi hosts in the

Virtual SAN Cluster. This is the datastore where we are going to migrate the virtual
machine to.
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[#1 vsan6-poc-testvm2 - Migrate

2) M
+ 1 Select the migration type Select storage
Select the destination storage for the virtual machine migration
t%d 2 Select storage
+f iy S Selectwirtual disk format: | Thin Provision |+ ]
WM Storage Policy: | Datastors Default | K]
The following datastores are accessible from the destination resource that you selected. Selectthe destination datastore for the
wirtual machine configuration files and all of the virtual disks.
Name Capacity Provisioned Free Type Storage DRS
] NFs-silon 5048 TB 379.15GB 5019 TB NFSv3
B vsanDatastore 811.95GB 93.64 GB 802.45GB vsan
B cs-ie-h02-scratch 136.50 GB 3.07GB 133.43GB VMFS 5
“ v
[ Advanced == |
Com patibility
@ Compatibility checks succeeded
Back Next Cancel

Figure 7.36: Select destination storage

One other item of interest in this step is that the VM Storage Policy should also be

changed to “Datastore Default” as the NFS datastore will not understand the Virtual
SAN policy settings.

At the “Ready to complete” screen, click “Finish” to initiate the migration:

(f1 vsan6-poc-test-vm2 - Migrate

7 b
+~ 1 Select the migration type Ready to complete
The wizard is ready. Verify that the information is correct and click finish to start the migration.
~ 2 Select storage
L EE P E Migration Type Change storage. Leave VI on the original compute resource.

Virtual Machine vsan6-poc-testvm2

Storage [NFS-Isilon]

Disk Farmat Thin Provision

Back Finish Cancel

Figure 7.37: Ready to complete

Once the migration completes, the VM Summary tab can be used to examine the
datastore on which the VM resides.
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rj’[}, vsanG-poc-test-vm2 Actions -
Getting Started | Summary | Monitor  Manage Related Objects

vsanB-poc-test-vm 2
Guest O5: Microsoft Window s Server 2008 R2 (84-bit)

Compatibility : ESXi 6.0 and later (M version 11)

“/Mw are Tools: Mot running, not installed

DS Mame:

IP Addresses:
p Powered On nEEEEE

Host: cs-ie-h02.ie.local
Launch Remate Console {-1

Download Remote Console @

ware Tools is notinstalled on this virtual machine.

A\

* VM Hardware O | » Advanced Configuration O
» CPU 1 CPU(s), 0 MHz used
* MNotes |
» Memory |:| 4095 MB, 0 MB memaory active
+ Hard disk 1
Capacity 40.00 GB
. . e A Edit...
Location I MFS-Isilon (50.2 TB free) J

Figure 7.38: Verify VM has moved to new storage

7.5.3 Storage vMotion of VM to Virtual SAN from Another Datastore Type
Now Storage vMotion the virtual machine back to the Virtual SAN datastore to prove
that Storage vMotion works in both directions. This now completes the optional “VM
migration using Storage vMotion” section of this POC. Different storage policies can
be chosen as part of the migration.

Storage vMotion works seamlessly with Virtual SAN.

VMware Storage and Availability Business Unit Documentation / 4 8



8. Scale out Virtual SAN

One of the really nice features is the simplistic scale-out nature of Virtual SAN. If you
need more compute or storage resources in the cluster, simply add another host to
the cluster.

Let’s remind ourselves about how our cluster currently looks. There are currently
three hosts in the cluster, and there is a fourth host not in the cluster. We also created
two VMs in the previous exercises.

Mavigator X

4 Home D)

w | B B8 a
_v_,Jie-'\-'csa—DQ.ie.Inc:al
- "\-"S.AN 6-DC
~ [ vsane-Cluster
[ cs-ie-hotielocal
[ cs-ie-h02.ie local
[ cs-ie-hozielocal
B ie-vesa-09_1
5h vsanG-poctestvm-1

@} vsan6-poc-testym2 >

b [g cs-ie-hodielocal

Figure 8.1: Current inventory status

Let us also remind ourselves of how big the Virtual SAN datastore is.

[J vSAN6Cluster = Actions ~

Gefting Stated  Summary  Monitor ‘ Manage ‘ Related Objects

| Seftings ‘ Scheduled Tasks | Alarm Definitions | Tags ‘ Permissions

“ Virtual SAN is Turned ON
Egselaces Add disks to storage Manual
vSphere DRS
Resources
vSphere HA
w Virtual SAN Hosis 3 hosts
Flash disks in use 3 of 3 eligible
Disk Management Data disks in use 6 of 19 eligible
Fault Domains "/Tata\ capacity of Virtual SAN datastore 811.95GB N
Health Free capacity of Virtual SAN datastore 81121GB
| & ' /
~ Configuration Network status ~ Normal
General
Licensing On-disk Format Version
VMware EVC Virtual SAN format version Version 2 (latest)
VM/Host Groups Disks with older version @ 0oty
VM/Host Rules
Support Assistant tB ! Wi t
VM Overrides P Upload Support Bundles o Senice Reques
Host Options Lastupload time

Profiles

Figure 8.2: Total and Free Virtual SAN datastore capacity

In this POC, the Virtual SAN datastore is 811.95GB in size with 811.21GB free.
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8.1 Add the Fourth Host to Virtual SAN Cluster

We will now proceed with adding a fourth host to the Virtual SAN Cluster.

Note: Back in section 5 of this POC guide, you should have already setup a Virtual SAN
network for this host. If you have not done that, revisit section 5, and setup the Virtual
SAN network on this fourth host.

Having verified that the networking is configured correctly on the fourth host, select
the cluster object in the inventory, right click on it and select the option “Move Hosts
into Cluster...” as shown below.

‘B | @ B8 @ -

v (3 ie-vcsa-09.ie.local | Set
v [l7 VSANB-DC

w Bl VSANG-Cletar N

g coia I Actions - VSANB-Cluster ,

g csie Add Host... |

B cs-ie E Move Hosts into Cluster...

C3fp 1e-ves Mew Virtual Machine »
1 vsan| |
3Er New vApp »
(5 vsant ¥ Mew Resource Poal... |
[ B cs-ie-h0g™

g Deploy OVF Template...

Figure 8.3: Move hosts into Cluster

You will then be prompted to select which host to move into the cluster. In this POC,
there is only one additional host. Select that host.

Move Hosts into Cluster (x)

| Filter | (1) Selectzd Objects
QF -
Name Cluster
[¥1 [J es-ie-h0dielocal
[ ] 1 items
OK Cancel

Figure 8.4: Select a host to move into the cluster
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The next screen is related to resource pools. You can leave this at the default, which
is to use the cluster’s root resource pool, then click OK.

[J vsanG-Cluster - Move Host into This Cluster 2)

What would you like to do with the virtual machines and resource pools for cs-ie-hO4.ie.local?

(&) Putall of this host's virtual machines in the cluster's root resource pool. Resource pools
currently present on the host will be deleted.

() Create a new resource pool for this host's vifual machines and resource pools. This
presenves the hosts current resource pool hierarchy.

Resource Pool Mame:

f:igure 8.5: Resource Pools

This moves the host into the cluster. Next, navigate to the Manage tab > Settings >
Virtual SAN > General view and verify that the cluster now contains the new node.

il
I(

[P VSANG-Cluster | Actions ~

Getting Stated  Summary  Monitor | Manage | Related Objects

‘.Sellings | Scheduled Tasks | Alarm Definitions | Tags ‘ Permissions |

4 Virtual SAN is Turned ON

~ senvices add disks to storage | Manual )
vSphere DRS S
vSphere HA Resources
+ Virtual SAN Hosts 'f_ 4 hosts
General Flash disks in use 3 ofd eligible
Disk Management Data disks in use 6 0f 25 eliginle
Fault Domains Total capacity of Virtual SAN datastore (511,95 G8
Health Free capacity of Vitual SAN datastore \B’ 1.21 GE/-
+ Configuration INetwork status v Normal
General
Licensing On-disk Format Version
VMware EVC Virtual SAN formatversion  Version 2 (latest)
VM/Host Groups Disks with older version ® o0ofa
VM/Host Rules
VM Overrides Support Assistant Upload Support Bundles to Senice Request
Host Options Lastupload time
Profiles

Figure 8.6: Resource Pools

As you can clearly see, there are now 4 hosts in the cluster. However, you will also
notice that the Virtual SAN datastore has not changed with regards to total and free
capacity. This is because the cluster was configured in “Manual” mode back in section
6. Therefore Virtual SAN will not claim any of the disks automatically. You will need
to create a disk group for the new host and claim disks manually. At this point, it
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would be good practice to re-run the health check tests. If there are any issues with
the fourth host joining the cluster, use the Virtual SAN Health check to check where
the issue lies. Verify that the host appears in the same network partition group as the
other hosts in the cluster.

8.2 Manual Option: Create Disk Group on New Host

This process has already been covered in section 6.2. Navigate to the Disk
Management section, select the new host and then click on the icon to create a new
disk group:

[J vSANG-Cluster  Actions =

Getting Started  Summary  Monitor | Manage | Related Objects

Seflings | Scheduled Tasks | Alarm Definiions | Tags | Permissions

“ Disk Groups
~ Services a ‘:/ ™ \:‘ -=@ a -
L L . — Disks in Use State Virtual SAN ... | Feult Domain  Network Part
vSphere HA - E cs-ie-h03.e.local 3of7 Connected Healthy Group 1
~ Virtual SAN &) Disk group (020008000060050801001c9cBb5(EM0d7a2be... 3 Healthy
General + [@ cse-notielocal 3018 Connected Healthy Group 1
;E' Disk group (020008000060050801001c61cedd4200c3ff5. 3 Healthy
Fault Domains - Q cs-le-h02.ie lacal 30of7 Connected Healthy Group 1
Health 5 Disk group (020008000060050801001c64b76cBceb58e8.. 3 Healthy
~ Configuration Q cs-ie-h04.ie lacal 0of7 Connected Healthy Group 1

Figure 8.7: Create a new disk group

As before, we select a flash device and two magnetic disks. This is so that all hosts in
the cluster maintain a uniform configuration.

[ cs-ie-h4.ie.local - Create Disk Group ?
First, selecta single flash disk to serve as a writs cache and read bufier.
Q -
Name Drive Type Capacity Transport Type
\») @ HP Serial Attached SCSI Disk (naa.600508b10... Flash 186.28 GB Block Adapter
] 1items [g~
Then, select one or more HOD disks to serve as data disks
Q -
Name Drive Type Capacity
2 HF Serial Atached SCSI Disk (naa.800508010... HDD 136.70 GB Block Adapter
3 HP Serial Attached SCSI Disk (naa.600508b10... HDD 136.70 GB Block Adapter
e 2 HP Serial Attached 3CSI Disk (naa.600508b10... HDD 136.70 GB Block Adapter
i 2 HP Serial Attached SCSI Disk (naa.600508b10... HDD 136.70 GB Block Adapter
3 HF Serial Attached 3C3I Disk (naa.600508010... HDD 136.70 GB Block Adapter
3 HF Serial Attached SC3I Disk (naa.600508010... HDD 136.70 GB Block Adapter
HP Serial Attached SCSI Disk
(nN23.600508b1001cadffsd80ba7665baf09a)
F ] Gitems |4~
0K Cancel

Figure 8.8: Select flash and capacity devices
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8.3 Verify Virtual SAN Disk Group Configuration on New
Host

Once the disk group has been created, the disk management view should be revisited
to ensure that it is healthy.

] vsANG-Cluster  Actions ~

Getting Started  Summary  Monitor | Manage | Related Objects

[Settings ‘Schedu\ed Tasks | Alarm Definitions ‘Tags ‘ Permissions |

“ Disk Groups
~ Services a8l a -z a -
CECITOE S Disk Group Disks in Use State ‘/‘n’l\.sl SAN \' Fault Domain  Network Part
ESPhe e HA - [ csieh0dielocal 30f7 Connected Healthy Group 1
< o] £ Disk group (020008000060050851001c9c8b5MB0G7a2be . 3 Healthy
General + [ cs-e-hotielacal 30f8 Connected Healthy Group 1
& Disk group ( 5005080100165 1cedd4200c3MM5... 3 Healthy
Fault Domains ~ [ csieho2ielocal 3017 Connected Healthy Group 1
Health 5 Disk group ( 50851001054b76cBeebss 3 Healthy
> ERIET ~ [ csiehddielocal 3017 Connected Healthy Group 1
eneral &5 Disk group (020008000060050801001c290814506cc192.. 3 \ Healtny )
Licensing
VMware EVC D
VM/Host Groups (7} Sitems [o~
VMHost Rules
Disk group (0. 1c29d8145d6cc19. 494341): Disks
VM Overrides
Host Options a Show: [ Inuse(3) -]
Profiles Name Drive Type Capacity Virual SAN Heslth Status | Operstional ... Transport Ty
Il HF Serial Attached SCSI Disk (n3a.50050801001c2908145d6cc.. Flash 18628GB  Healthy Mounted  Block Ada

& HP Serial Attached SCSI Disk (naa 6

1001c846c000c3d9 HDD 13870 GB Healthy Mounted Block Ada
(& HP Serial Attached SCSI Disk (naa.0050801001c258181f0a088. HDD 13870 GB Healthy Mounted Block Ada

Figure 8.9: Check disk group health

8.4 Verify New Virtual SAN Datastore Capacity

The final step is to ensure that the Virtual SAN datastore has now grown in
accordance to the capacity devices in the disk group that was just added on the
fourth host. Return to the General tab and examine the total and free capacity field.

[J vSANG-Cluster | Actions ~

Getting Started  Summary  Monitor | Manage | Related Objects

‘Semngs ‘ Scheduled Tasks | Alarm Definitions | Tags ‘ Permissions

“ Virtual SAN is Turned ON

~ Services

Add disks to storage Manual
vSphere DRS

vSphere HA Resources
+ Virtual SAN Hosts 4 hosts
m Flash disks in use 4 0f 4 eligible
Disk Management Data disks in use 8 of 25 eligible
Fault Domains Total capacity of Virtual SAN datastore To8TE
Health Free capacity of Virtual SAN datastore \‘ 0618 J
~ Configuration Network status ~ Normal
General
Fe= On.disk Format Version
VMware EVC Virtual SAN format version Version 2 (latest]
VMiHost Groups Disks with older version @ 0of12
VMiHost Rules -
VM Overrides Support Assistant Uplcad Support Bundles o Senice Reguest.
Host Options Lastuploadtime
Profiles

Figure 8.10: Virtual SAN Datastore capacity details

As we can clearly see, the Virtual SAN datastore has now grown in size to 1.06TB. Free
space is shown as 1.06TB as the amount of space used is minimal.
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This completes the “Scale Out” section of this POC. As seen, scale-out on Virtual SAN
is simple but very powerful.
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9. VM Storage Policies and Virtual SAN

VM Storage Policies form the basis of VMware’s Software Defined Storage vision.
Rather than deploying VMs directly to a datastore, a VM Storage Policy is chosen
during initial deployment. The policy contains characteristics and capabilities of the
storage required by the virtual machine. Based on the policy contents, the correct
underlying storage is chosen for the VM.

If the underlying storage meets the VM storage Policy requirements, the VM is said to
be in a compatible state.

If the underlying storage fails to meet the VM storage Policy requirements, the VM is
said to be in an incompatible state.

In this section of the POC Guide, we shall look at various aspects of VM Storage Policies.
The virtual machines that have been deployed thus far have used the default storage
policy, which has the following settings:
e NumberOfFailuresToTolerate = 1
NumberOfDiskObjectsToStripe = 1
ObjectSpaceReservation = 0%
FlashReadCacheReservation = 0%
ForceProvisioning = False

We will create some additional policies in this section of the POC.
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9.1 Create a New VM Storage Policy

In this part of the POC, we will build a policy that creates a stripe width of 2 for each
storage object deployed with this policy. The VM Storage Policies can be accessed
from the Home page on the vSphere web client as shown below.

2} Home
Home
Inventories
B ¢ @ >
3 L 4
<k | E A ]
wCenter Hosts and Vivis and Siorage MNetworking Content wRealize
Inventory Lists Clusters Templates Libraries QOrchesfrator
Monitoring
> [ E )
a 9 4 -" =
Task Console Event Console vCenter Host Profiles WM Storage Customization
Operations | Policies | Specification
Manager L Vi Manager

Administration

" J_ s
er o1 e
Roles System Licensing

Configuration

Figure 9.1: VM Storage Policies

There will be some existing policies already in place, such as the Virtual SAN Default
Storage policy, which we’ve already used to deploy VMs in section 7 of this POC guide.
There is another policy called “VVol No Requirements Policy”, which is used for
Virtual Volumes and is not applicable to Virtual SAN. There are a number of icons on
this page that may need further explanation:

q}—l

E Create a new VM Storage Policy

o)

Edit an existing VM Storage Policy

Delete an existing VM Storage Policy

B | X%

Check the compliance of VMs using this VM Storage Policy

3
I:JLZI

Clone an existing VM Storage Policy

Table 9.1: VM Storage Policy icons
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To create a new policy, click on the “Create a new VM Storage Policy” icon.

Navigator X E';j VM Storage Policies
latiome 0 Objects
T W Storage Policies [ ]

|\§’é\| J G | gActions v

I\;n'e Desaiption VC

E‘ﬁ Wirtual SAN Default Storage Palicy

ES wvol No Requirements Policy
o d ! E‘ﬁ Virtual AN Default Storage Storage policy used as default f. _‘J ie-vcsa-09.ie local

E‘ﬁ “WWal Mo Reguirements Policy | Allow the datastore to determine _‘J ie-vcsa-09.ie local

Figure 9.2: Create a new VM Storage Policy

The next step is to provide a name and an optional description for the new VM Storage
Policy. Since this policy will contain a stripe width of 2, we have given it a name to
reflect this. You may also give it a name to reflect that it is a Virtual SAN policy.

Eﬁ' Create New VM Storage Policy 21 b
2 1 Name and description Mame and description
Enter a name and {optional) description
2 Rule-Sets
2 D vCenler Server. | ie-vcsa-0.elocal | v
3 Storage compatibili
u L & Mame: StripeWidth=2
Description NumberOMDiskStripesPerObject
Next Cancel

Figure 9.3: VM Storage Policy Name and Description

The next section contains a description of Rule-Sets and how to use them.

5 Create New VM Storage Policy

+ 1 Name and description Rule-Sets
AWM storage policy consists of rules that describe requirements for the storage resources. The policy can include multiple rule-

¥4 2 Rule-Sets sets describing the storage resource requirements for different datastore types
2a Rule-get1 The WM storage policy will match datastores that satisfy all the rules in atleast one ofthe rule-sets.
3 Storage compatibility

O e T Gold Storage Policy

Rule-set 1 Rule-set 2 Rule-set 3
or or

Back Next Cancel

LFigure 9.4: Rule-Sets
Now we get to the point where we create a set of rules for our Rule-Set (we are only

creating a single Rule-Set in this VM Storage Policy). The first step is to select “Virtual
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SAN” as the “Rules based on data services”. Once this is selected, the five customizable
capabilities associated with Virtual SAN are exposed. Since this VM Storage Policy is
going to have a requirement where the stripe width of an object is set to two, this is
what we select from the list of rules. It is officially called “Number of disk stripes per

object”
?ﬁ' Create New VM Storage Policy 2} M
+ 1 Name and description Rule-Set 1
Select rules specific for a datastore type. Rules can be based on data senices provided by datastore or based on tags
+ 2 Rule-Sets The W\ storage policy will match datastores that satisfy all the rules in at least one of the rule-sets
2a Rule-Set1
3 Storage compatibility Rules based on data SEF\'ICES| | wsan |~ |‘ Step 1
4 Ready to complete <Add rule= | v Step 2
Number of disk stripes per object
Flash read cache reservation (%)
Mumber of failures to tolerate
Force provisioning
Object space reservation (%)
[ Add another rule set |
Back Hext Cancel

Figure 9.5: Number of disk stripes per object

We also want to set this value to 2. Once the disk stripe rule is chosen, change the
default value from 1 to 2 as shown below. Notice also the Storage Consumption Model

display on the right hand side, detailing how much disk space will be consumed based
on the rules placed in the policy.

?ﬁ' Create New VM Storage Policy

2 M
+ 1 Name and description Rule-Set 1
Selectrules specific for a datastore type. Rules can be based on data senices provided by datastore or based on tags
~ 2 Rule-Sets The VM storage policy will match datastores that satisfy all the rules in atleast one ofthe rule-sets
2a Rule-Set1
3 Storage compatibility Rules based on data services |u| Storage Consumption Model
4 Ready to complete Mumber of disk stripes per object IZ I e Avirtual disk with size 100 GB
would consume:
| <Add rule> | 8! Storage space
200.00 GB
Rules based on tags Initially reserved storage space
) 000B
Add tag-based rule.. Resenved flash space
0.00B
[ Add another rule set |
Back Hext Cancel

Figure 9.6: Setting Stripe Width to 2
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Clicking next moves on to the Storage Compatibility screen. Note that this displays
which storage “understands” the policy settings. In this case, the vsanDatastore is the
only datastore that is compatible with the policy settings.

Note: This does not mean that the Virtual SAN datastore can successfully deploy a VM

with this policy; it simply means that the Virtual SAN datastore understands the rules
or requirements in the policy.

ﬁ’ﬁ- Create Hew VM Storage Policy

?) b

+ 1 Name and description Storage compatibility

As defined, this VM storage policyis compatible with the following storage:
+ 2 Rule-Sets
v  2a Rule-Set1 c
b4 3 Storage compatibility Storage Compatibility  Totel Capacity Virtual SAM Capacity  Virtusl Volumes Cap...  VMFS Capacity NFS Capacity
+~" 4 Ready to complete ':; Compatible 811.95 GB 811.95 GB 0.00B 0.00B 0008 \_:'

Incompatible 52.63TB 0.008B 0.00B 400.50 GB 522378

Compatible storage

By~ Q -

Mame Datacenter Type Free Space Capacity Warnings

[ vsanDatastore WSAME-DC vsan 81157 GB 811.95 GB

Back Next Finish Cancel

Figure 9.7: Storage Compatibility

At this point, you can click on next to review the settings once more, or alternatively,

at this point, you can click “Finish” instead of reviewing the policy. On clicking “Finish”,
the policy is created.

Let’s now go ahead and deploy a VM with this new policy, and let’s see what effect it
has on the layout of the underlying storage objects.
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9.2 Deploy a New VM with the New VM Storage Policy

We have already deployed a VM back in 7.1. The steps will be identical, until we get
to the point where the VM Storage Policy is chosen. This time, instead of selecting the
default policy, we will select the newly created StripeWidth=2 policy as shown below.

{ 0 New Virtual Machine

2) M
1 Select creation type Select storage
Select the datastore in which fo store the configuration and disk files
~  1a Selectacreation type
e "M Storage Policy: | Datastore Default |~]®
Y DRI AT The following Cata st burce that you selected. Select ihe destination datastore for the
L 2b Select a compute resource virtual machine congul=lilly el
B4  2c Selectstorage Name “Wol No Requirements Palicy L . T o~ p—
Mirtual SAN Default Storage Policy
20 Select compativility £ NFs-silon ' o cE 501978 NFS3
B vsanDatastore 1.06 TB 4488 GB 106 TE vsan
B corkisos.cslvmware.com 177 TE 1.62TB 159.10 GB MNFSv3
B cs-ie-h02-scratch 136.50 GB 3.00 GB 133.50 GB VMFS
B cs-ie-h03-scratch 136.50 GB 3.06 GB VMFS
B cs-ie-h04-scratch 136.50 GB 3.10GB 133.40GB VMFS
“ 0
Compatibility.
0 Compatibility checks succeeded.
Back Hext Cancel

Figure 9.8: Selecting a non-default policy

And as before, the vsanDatastore should show up as the compatible datastore, and

thus the one to which this VM should be provisioned if we wish to have the VM
compliant with its policy.

431 New Virtual Machine 70 b
1 Select creation type Select storage
Select the datastore in which to store the configuration and disk files
+  1a Selecta creation hype
R R WM Storage Policy. | StripeWidth=2 - @
v 2aSelectanameandfolder .y rowing datastores are accessiole from the destination resource thatyou selected. Select the destination datastore for the
~  2b Selecta compute resource wirual machine configuration files and all of the virtual disks
¥4  2c Selectsiorage Name Capacity Provitisned T st DR:
2d Select compatibility Compatible
E vsanDatastore 106 TE 4488 GB 106 TB vsan
Incompatible
E NFs-Isilon 5045 TB 41921 GB 50.19TB NFS v3
B corkisos.cslvmware.com 1.77 7B 16278 159.10 GB NFSv3
B cs-ie-h02-scratch 136.50 GB 3.00GB 133.50 GB VMFS
B cs-ie-h03-scratch 136.50 GB 3.06 GB 133.44 GB VMFS
H cs-ie-h04-scrateh 136.50 GB 3.106GB 133.40 GB WMFS
1 H »
Compatibility.
0 Compatibility checks succeeded.
Back Hext Cancel

Figure 9.9: vsanDatastore is compatible with the policy

Let’s now go ahead and examine the layout of this virtual machine, and see if the
policy requirements are met; i.e. do the storage objects of this VM have a stripe width
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of 27 First, ensure that the VM is compliant with the policy by navigating to VM >
Manage tab > Policies, as shown here.

vmware® vSphere Web Client  fi= Updatedat 11:35 () | Adminisiralor@VSPHERELOCAL ~ |
Navigator K | (51 vsan6-poc-testvm-3 = Actions ~ =
Gefting Stated  Summary  Monitor | Manage = Related Objects
° a
a : :
Settings | Alarm Definitions | Tags | Permissions | Policies | Scheduled Tasks
ie-h0Lie.local ¢ & a -

[ cs-ie-nozielocal
s c 5

@ cs-le-hosieltocal

5 0ielocal 03 VM home (5]

By ievesa-09_1 &5 Hard disk 1 [ StripeWicth=2 + Compliant 0910412015 1226

VE e st-vm-

Oy vsanB-poc-testvm2

Figure 9.10: VM is compliant with the policy

The next step is to select the Monitor tab > Policies and check the layout of the VM’s
storage objects. The first object to check is the VM home namespace. Select it, and
then select the “Physical Disk Placement” tab at the lower part of the window. This
continues to show that there is only one mirrored component, but no stripe width
(which is displayed as a RAID 0 configuration). Why? The reason for this is that the
VM home namespace object does not benefit from striping so it ignores this policy
setting. Therefore this behavior is normal and to be expected.

(51 vsan6-poc-test-vm-3 Actions

Gelting Started  Summary | Monitor | Manage Related Objeds

lssues 39rfo:m3rce|Policies Tasgks | Events | Utilization

I a -
Name VM Stosage Policy Compliance Status Last Cheded

£ VM home fry StripeWidth=2 + Compliant 09/04/2015 12:26

&5 Hard disk 1 G Stripewiotn=2 + Compliant 09/04/2015 12:26

H 2items |[=p~

Compliance Failures | Physical Disk Placement

vsanb-poc-test-vm-3 - VM home : Physical Disk Placement

1]
el
‘

Type Companent State Host Flash Disk Name Flash Disk Uuid

]
=}
&
=}

= RAID1
Component @ Active B cs-ie-h0Z.iel A HP Serial Attached SC3I Dis 521963f0-33f5-eaaf-d2e1-fTa21 3 HP Serial Attached
Component B Active Q cs-e-h01del.. 234 HP Serlal Atached SCSIDIs... S

ba019-2369-151e-01b3-26.. 3 HP Serlal Attached
Witness W Active Q cs-ie-hDd.iel.. 4 HP Serial Attached SCSIDis... 52742cfo-d99d-cdc1-Bacd-1527... 4 HP Serial Attached

Figure 9.11: VM home namespace ignores stripe width policy setting

Now let’s examine “Hard disk 1” and see if that layout is adhering to the policy. Here
we can clearly see a difference. Each replica or mirror copy of the data now contains
two components in a RAID 0 configuration. This implies that the hard disk storage
objects are indeed adhering to the stripe width requirement that was placed in the
VM Storage Policy.

VMware Storage and Availability Business Unit Documentation / 6 1



(41 vsan6-poc-testvm-3 = Actions ~

Gefting Started Summary | Monitor | Manage Related Objects

Issues | Performance | Policies | Tasks | Events | Utilization

K a -
;Lv VM home [E StripeWicdth=2 + Compliant 09/04/2015 12:26

&5 Hard disk 1 {E’v StripeWlath=2 + Compliant 09/04/2015 12:26

M 2items |« ~

Compliance Failures | Physical Disk Placement

vsan6-poc-test-vm-3 - Hard disk 1 : Physical Disk Placement

T E Q -
v RAIDA1
~ RAIDO
Component Active @ cs-le-hotlel &3 HP Serial Attached
Component B Active Q cs-ie-h01.jel &3 HP Serial Attached
+ RAIDO
Component B Active L:j cs-ie-h03.iel &3 HP Serial Attached SCSI Dis &3 HP Serial Attached
Component B Active [j cs-ie-h03.jel L HP Serial Attached SCSI Dis 3 HP Serial Attached
Witness @ Active Lj cs-ie-h02.ie.l &3 HP Serial Attached SCSI Dis 52196310-3315-eaaf-d2e1-7a21 &3 HP Serial Attached

Figure 9.12: Hard disks adhere to stripe width policy setting

Note that each striped component must be placed on its own physical disk. There are
enough physical disks to meet this requirement in this POC. However, a request for a
larger stripe width would not be possible in this configuration. Keep this in mind if
you plan a POC with a large stripe width value in the policy.

It should also be noted that snapshots taken of this base disk continue to inherit the
policy of the base disk, implying that the snapshot delta objects will also be striped.

One final item to note is the fact that this VM automatically has a
NumberOfFailuresToTolerate=1, even though it was not explicitly requested in the
policy. We can tell this from the RAID 1 configuration in the layout. Virtual SAN will
always provide availability to VMs via the NumberOfFailuresToTolerate policy setting,
even when it is not requested via the policy. The only way to deploy a VM without a
replica copy is by placing NumberOfFailuresToTolerate=0 in the policy.

A useful rule of thumb for NumberOfFailuresToTolerate is that in order to tolerate n

failures in a cluster, you require a minimum of 2n + 1 hosts in the cluster (to retain a
>50% quorum with n host failures).
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9.3 Add a New VM Storage Policy to an Existing VM

Virtual Machines may also have new VM Storage Policies added after they have been
deployed to the Virtual SAN datastore. The configuration of the objects will be
changed when the new policy is added. That may mean the adding of new components
to existing objects, for example in the case where the NumberOfFailuresToTolerate is
increased. It may also involve the creation of new objects that are synced to the
original object, and once synchronized, the original object is discarded. This is
typically only seen when the layout of the object changes, such as increasing the
NumberOfDiskStripesPerObject.

In this case, we will add the new StripeWidth=2 policy to one of the VMs created in
section 7 which still only has the default policy (NumberOfFailuresToTolerate=1,
NumberOfDiskStripesPerObject=1, ObjectSpaceReservation=0) associated with it.

To begin, select the VM that is going to have its policy changed from the vCenter
inventory, then select the Manage tab > Policies view. This VM should currently be
compliant with the Virtual SAN Default Storage Policy. Now click on the Edit VM
Storage Policies button as highlighted below.

(51 vsan6-poc-test-ym-1 Actions + =

Gelting Statted  Summary  Monitor | Manage | Relaled Objecls
Settings | Alarm Definiions | Tags | Permissions | PoliCies | Scheduled Tasks
Storage

¢ %

Comgliance Status

[ ¥M home SAN Default Storage Policy + Compliant

M
&5 Hard disk 1 F‘E Virtual SAN Default Storage Policy + Compliant 09/04/2015 12:44

Figure 9.13: Edit VM Storage Policies

This takes you to the edit screen, where the policy can be changed.

(41 vsan6-poc-test-vm-1: Manage VM Storage Policies

Select a common storage policy for all storage objects oruse the table below to define differant policies for the differant storage objects

VM storage pelicy: | Mirtual SAN Default Storage Policy v Applyto all

Disk Size VI Storage Policy Datestore Datastore Type
[ VM home Virtual SAN Default Storage Policy B vesanDatastore vsan
B Hard disk 1 40.00 GB Virtual SAN Default Storage Policy B vsanDatastore vsan

Predicted impacton storage consumption:

0K Cancel

Figure 9.14: Manage VM Storage Policies
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Select the new VM Storage Policy from the drop-down list. The policy that we wish
to add to this VM is the StripeWidth=2 policy.

4 vsanG-poc-test-vm-1: Manage VM Storage Policies

Select a common storage policy for all storage objects or use the table below to define different policies for the different storage objects

WM storage policy: | StripeWidth=2 ~ || Applytoall |

Hame Disk Size WM Storage Policy Datastore Datastore Type
[ VM home Virual SAN Default Storage Policy Ed vsanDatastore wsan

8s Hard disk 1 40.00 GB WVirtual SAN Default Storage Palicy B vsanDatastore vsan

Predicted impact on storage consumption;

i ] Storage policy has not changed. Mo change in storage consumption.

OK Cancel

Figure 9.15: Select a new VM Storage Policies

Once the policy is select, click on the “Apply to all” button as shown below to ensure
the policy gets applied to all storage objects and not just the VM home namespace
object. The VM Storage Policy should now appear updated for all objects.

-

(§1 wsanG-poc-test-vm-1: Manage VM Storage Policies

Select a common storage palicy for all storage objects oruse the table below to define different policies for the differant storage objects

‘T ™
WM storage policy: | StripeWidgth=2 - IL Applytoall | )
Hame VM Storage Policy Datastore Datastore Type
[ W home StripeWidth=2 3 vsanDatastore wsan
8= Hard disk 1 40,00 GB StripeWidth=2 B vsanDatastore vsan

Predicted impacton storage consumptlion;

i ] Applying the new VIl storage policy will affect the storage consumption of the VM home. The new storage consumption will be:
712.00 MB storage space

0.00 B reserved flash space

OK Cancel |

Figure 9.16: Apply to all

Next, click OK and initiate the policy change. Now when you revisit the Monitor tab >
Policies view, you should see the changes in the process of taking effect
(Reconfiguring) or completed, as shown below.
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(51 vsanB-poc-test-vm-1 Actions =

Gefting Started  Summary | Monitor | Manage Related Objects

Issues | Performance [Policies | Tasks | Events | Utilizafion

c % Q -
Name VM Sterage Folicy Complisnce Status

£33 VM home EF StripeWidth=2 + Compliant 09/04/2015 13:08

&5 Hard disk 1 {ﬁ StripeWidth=2 + Compliant 09/04/2015 13:06

H 2items |[=p ™

Compliance Failures | Physical Disk Placement
vsanb-poc-test-vm-1 - Hard disk 1 : Physical Disk Placement

—_

= Q -
Type Component State Haost Fl am isk Uk DD D a
~ RAD1
~ RAIDO
Compaonent - Active Q cs-le-h03el & HP Serial Attached SCSI Dis §2adacab-1622-6025-bee3-746 3 HP Serlal Aftached
Component W Active @ cs-ie-hD4.iel.. 3 HP Serial Attached SCSIDis.. 5280a019-2369-151e-01b3-26.. [ HP Serial Attached
+ RAIDO
Componant B Active Q cs-ie-h02iel.. S HP Serial Attached SCSIDis.. 521963f0-33f5-eaaf-d2e1-f7a21... [ HP Serial Aftached
Component @ Active @ cs-e-h0diel.. & HP Serial Atached SCSIDis..  52742cf-099d-cdel-8acd-1527.. (@4 HP Serial Atached

Figure 9.17: Reconfiguring complete — new policy in effect

This is useful when you only need to modify the policy of one or two VMs, but what
if you need to change the VM Storage Policy of a significant number of VMs.

That can be achieved by simply changing the policy used by those VMs. All VMs using
those VMs can then be “brought to compliance” by reconfiguring their storage object
layout to make them compliant with the policy. We shall look at this next.

9.4 Modify a VM Storage Policy

We will modify the StripeWidth=2 policy created earlier to include an
ObjectSpaceReservation=10%. This means that each storage object will now reserve
10% of the VMDK size on the Virtual SAN datastore. Since all VMs were deployed with
40GB VMDKs, the reservation value will be 4GB.

The first step in this task is to note the amount of free space in the Virtual SAN
datastore, so you can compare it later and confirm that each VMDK has 4GB of space
reserved. Next, revisit the VM Storage Policy section that we visited previously. This
can be accessed once again via the Home page.

Navigator  § E‘J VM Storage Policies
d Home ) Objects

75 WM Storage Policies 3
5 stipewidth=2

Ef virttual SAN Default Storage Policy

B/ X G 27 | @actons v

Ef§ Virtual SAN Default Storage ... | Storage policy used as defaultf.. (& ie-vesa-09.elocal

F Wol No Requirements Polic o . ; : i
@ quiremer e E Vol Mo Requirements Policy | Allow the datastore to determine... _,J e-vcsa-D9.ielocal
t_ﬁ StripeWidth=2 MNumberOfDiskSiripesPerObject [/ ie-vcsa-09.ielocal

Figure 9.18: VM Storage Policies: Stripewidth
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Select StripeWidth=2 policy in the left hand column, and then the Manage tab. Select
“Rule-set 1: Virtual SAN” and then click on “Edit” button on the far right.

Navigator X | [ stipeWidth=2  Actions ~

4 Home Lo] Gefting Started  Summary  Monitor | Manage | Related Objects

& W Storage Policies i Y
5 Name and description  le-Set1:VSAN |\

Ti StipeWidth=2

il Rule-Set 1: VSAN Number of disk stripes per 2

E Virtual SAN Default Storage Palicy object

ER® Wol No Requirements Policy

Figure 9.19: Edit Policy

From the <Add rule> drop down list, select ObjectSpaceReservation as a new
capability to be added to the policy.

StripeWidth=2: Edit VM Storage Policy 2

Name and description Rule-Set 1
Select rules specific for a datastore type. Rules can be based on data senvices provided by datastore or based on tags

Rule-Set 1 The WM storage policy will match datastores that satisfy all the rules in atleasione of the rule-sets.
Storage compatibility
Rules based on data services | VSAN - Storage Consumption Model

(<] Avirtual disk with size 100 GB

MNumber of disk stripes per abject i P
: would consume

<Add rule> | M Storage space
200.00 GB
Flash read cache resenvation (%) Initially reserved storage space
Number of failures to tolerate oo0E
Force provisioning Reserved flash space
0008

Object space resenation (%)

| Aod another rule set |
[ oKk Cancel

Figure 9.20: Add Object space reservation (%) as a rule to the policy

Set ObjectSpaceReservation to 10%. Note Storage Consumption calculations on right.

StripeWidth=2: Edit VM Storage Policy 2) M

Mame and description Rule-Set 1
Select rules specific for a datastore type. Rules can be based on data services provided by datastore or based on tags.
Rule-Set 1 The WM storage policy will malch datastores that satisfy all the rules in atleastone of the rule-sets
Storage compatibility
Rules based on data services | VSAN - Storage Consumption Model

Mumber of disk stripes per object @ |2 Avirtual disk with size 100 GB
L would consume:

Object space reservation (%) @ [‘0 | U Storage space
20000 GB
<Add rule> = Initially reserved storage space
20.00 GE
Rules based on tags Reserved flash space
0.00B

Add tag-based rule...

| Add ancther rule set |

[ ok Cancel

Figure 9.21: Set Object space reservation to 10%
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After clicking OK to make the change. The wizard will prompt you as to whether you
want to reapply this change to the virtual machines using this policy manually later
(default) or automatically now. It also tells you how many VMs in the environment
are using the policy and will be affected by the change. Leave it at the default, which
is “Manually later”, by clicking Yes. This POC guide will show you how to do this
manually shortly.

r -

StripeWidth=2: VM Storage Policy in Use

The VI storage policyis in use by 2 vitual machine(s). Changing the VM storage policy
will make it out of sync with those 2 virtual machine(s)

Reapply the VI storage policy to those 2 virtual machine(s) to make itin sync. This action
mighttake significantime and system resources.

J‘...

Reapplyto VMs: | Manually later v

Save changes

Figure 9.22: Manually later

Next, click on the Monitor tab next to the Manage tab. It will display the two VMs along
with their storage objects, and the fact that they are no longer compliant with the
policy. They are in an “Out of Date” compliance state as the policy has now been
changed.

Ery StripeWidth=2  Actions +

Gefting Started  Summary | Monitor | Manage Related Objects

W and Virtual Disks | Storage Compatbility

.

B N T —
¢ m"‘-f"’./‘ = Q -
ame Co Statu: Last Chedked
~ [ vsan§-poctestvm-1
[ VM home @ Outof Date 09/04/2015 13:06
@ Hard disk 1 © OutofDate 08/04/2015 13:06
-+ G vsanf-poctestvm-3
E3 VM home @ Outof Date 09/04/2015 12:26
&5 Hard disk1 & Out of Date 09/04/2015 12:26
H Gitems |=p~

Figure 9.23: Out of Date
In order to bring the VM to a compliant state, we must manually reapply the VM

Storage Policy to the objects. The button to do this action is highlighted in the
previous screenshot. When this button is clicked, the following popup appears.
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Er StripeVWidth=2 . Reapply VM Storage Policy

Reapplying the selected VM storage policy mighttake significant time
and system resources because it will affect 2 VM(s).

.—

Show predicted storage impact
Reapplythe VI storage policy?

Yes Mo

Figure 9.24: Reapply VM Storage Policy

When the reconfigure activity completes against the storage objects, and the
compliance state is once again checked, everything should show as Compliant.

Sy stripeWidth=2  Actions ~

Gefting Stated  Summary | Monitor | Manage Related Objecls

W and Virtual Disks | Storage Compafibility

[ I ] q -
Mar ampliance Status Last Chesed
~ (1 vsanf-poc-testvm-1
3 VM home + Compliant 42015 13:30
&5 Hard disk 1 v Compliant 09/04/2015 13:30
~ (1 vsané-poctestvm-3
3 Vi home + Compliant 09/04/2015 13:30
&5 Hard disk 1 + Compliant 09/04/2015 13:30
H Gitems |~

Figure 9.25: Compliant once again

Since we have now included an ObjectSpaceReservation value in the policy, what you
may notice is that the amount of free capacity on the Virtual SAN datastore will have
reduced.

For example, the two VMs with the new policy change have 40GB storage objects.
Therefore there is a 10% ObjectSpaceReservation implying 4GB is reserved per VMDK.
4GB per VMDK, 1 VMDK per VM, 2 VMs equals 8GB reserved space, right? However
the VMDK is also mirrored, so there is a total of 16GB reserved on the Virtual SAN
datastore.

Checking the Virtual SAN datastore, we can see this reflected in the free capacity.
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[} vsaNs-Cluster = Actions ~

Gefting Started Summary Monitor | Manage | Related Objecls

| Sefings | Scheduled Tasks | Alarm Definiions | Tags | Permissions

“ Virtual SAN is Turned ON [ Eat |

w Services

Add disks to sforage Manual
vSphere DRS
vSehere HA Resources
w Virtual SAN Hosts 4 hosts
Flash disks in use 4of 4 eligible
Disk Management Data disks in use 8 of 25 eligible
Fault Domains Total capacity of Virtual SAN datastore/ 106 TB \\
Health Free capacity of Virtual SAM datastore l\ 103TB J
~ Configuration Metwork status v Mormal
General
Licensing On-disk Format Version
VMware EVC Wirtual SAM format version Version 2 {latest)
VMiHost Groups Disks with older version @ 0of12
VMiHost Rules -
VM Overrides Support Assistant Upload Support Bundles to Senice Request
Host Options Lastuploadtime

Profiles

Figure 9.26: ObjectSpace Reservation consuming capacity

This completes the “VM Storage Policies” section of this POC. You should now
appreciate how powerful VM Storage Policies are, and how characteristics of the
underlying storage can be assigned to virtual machines on a granular per VMDK basis
while using a single Virtual SAN datastore.
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10. Virtual SAN Monitoring

When it comes to monitoring Virtual SAN, there are a number of areas that need
particular attention. In no particular order, these are considerations when it comes
to monitoring Virtual SAN:

e Monitor the Virtual SAN Cluster

e Monitor Virtual Devices in the Virtual SAN Cluster

e Monitor Physical Devices in Virtual SAN Datastores

e Monitor Resynchronization & Rebalance Operations in the Virtual SAN

Cluster
e Examine Default Virtual SAN Alarms
e Triggering Alarms based on Virtual SAN VMkernel Observations Alarms

10.1 Monitor the Virtual SAN Cluster

The first item to monitor is the overall health of the cluster. The Manage > General
view gives you a good idea as to whether all the flash and capacity devices that you
expect to be in use are in fact in use. It also shows whether the network status is
normal or not. Finally, itis a good indicator as to whether or not the expected capacity
of the Virtual SAN datastore is correct, and if there are any capacity concerns looming.

4

[] vsAN6-Cluster | Actions ~

Getting Started  Summary  Monitor | Manage | Related Objects

Seflings | Scheduled Tasks | Alarm Definiions | Tags | Permissions

“ Virtual SAN is Turned ON
@ EATEE Add disks to storage Manual
vSphere DRS
vSphere HA Resources
~ Virtual SAN Hosts 4 hosts
General Flash disks inuse 4 of 4 eligible
Disk Management Data disks in use 8 of 25 eligible
Fault Domains Total capacity of Virtual SAN datastore 1.06 TB
Health Free capacity of Virtual SAN datastore 103TB
 Configuration Network status + Mormal
General
Licensing On-disk Format Version
VMwrare EVC Virtual SAN format version Version 2 (latest)
VM/Host Groups Disks with older version @ 0of12
VMHost Rules .
VM Overrides Support Assistant Upload Support Bundles to Senice Request
Host Options Lastupload time

Profiles

Figure 10.1: General view

Virtual SAN Health checks will display even more information regarding health and
should be enabled as part of any Virtual SAN 6.1 POC.
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10.2 Monitor Virtual Devices in the Virtual SAN Cluster

To monitor the virtual devices, navigate to Monitor > Virtual SAN > Virtual Disks. This
will list the objects associated with each virtual machine, such as the VM home
namespace and the hard disks. One can also see the policy, compliance state and
health of an object. If one selects an object, physical disk placement and compliance
failures are displayed in the lower half of the screen.

[P vSANG-Cluster  Actions = =v

Getting Started  Summary | Monitor | Manage Related Objects

| Issues ‘ Profile Compliance | Performance | Tasks ‘ Events | Resource Reservation | Viriual SAN | vSphere DRS | Utilization

4 Virtual Disks

Health
Q -

Name WM Storage Policy Compliance Status Last Chedked Operstional State

Proactive Tests

Physical Disks

~ [ vsanf-poc-test-...
Virtual Disks
1 VM home Eﬁ StripeWidth=2 +* Compliant 13/04/2015 10:29 @ Healthy

Resyncing Components

&5 Hard disk1 Eﬁ- StripeWidth=2 + Compliant 13/04/2015 10:29 & Healthy
~ [ vsanf-poc-test-...
£ VM home Eﬁ Virtual SAN Default + Compliant 13/04/2015 10:29 @ Healthy
&5 Hard disk 1 Eﬁ- Virtual AN Default ..  Compliant 13/04/2015 10:29 & Healthy
~ [ vsanG-poc-test-..
£ VM home Eﬁ StripeWidth=2 +* Compliant 13/04/2015 10:29 @ Healthy
5 Hard digk1 Ef StripeWidth=2 + Compliant 13/04/2015 10:29 & Healthy
M gitems (o~

Physical Disk Placement | Compliance Failures

vsanG-poc-test-vm-1 - VM home : Physical Disk Placement

== Q -
Type Component Stste  Host Flash Disk Name Flash Disk Uuid HDD Disk
Witness B Active E cs-ie-h03iel.. [ HP Serial Altached SCSI Dis... 52adacabf822-6025-bee3-746.. 4 HP
~ RAID1
Component W Active Q cs-ie-h02.ie.l.. & HP Serial Attached SCSI Dis...  521963f0-33f5-eaaf-d2e1-f7a21.. T4 HP
Component W Active Q cs-e-h0t.el.. 3 HP Serial Attached SCSI Dis... 528ba019-e369-151e-01b3-26.. 3 HP
4 i »
I ditems [op~

Figure 10.2: Virtual Disks view

All objects should be compliant and healthy. All components in the physical disk
placement view should appear as “Active”.
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10.3 Monitor Physical Devices in the Virtual SAN Cluster

In the same monitor > Virtual SAN view, physical disks can also be displayed. Where
this view is very useful is when you wish to see which objects reside on a particular
physical disk. In the view below, one of the magnetic disks is selected and in the lower
half of the screen, the objects that have components residing on that physical disk are
displayed.

[J vsaN6-Cluster  Actions ~

Getting Started  Summary | Monitor | Manage Related Objecis

Issues | Profile Compliance | Performance | Tasks | Events | Resource Reservation | Miiual SAN | vSphere DRS | Utilization

“ Physical Disks
Heallh @o—=¢ Q -
Proactive Tests — o e et conacty o -
+ [@ cse-hodie local
Virtual Disks @ HP Serial Attached SCSI Disk (132 60050861001c9¢805F.. (&) Disk group (020008000060...  Flash 186.28GB  0.00
Resyncing Components = HF Serial Attached SCS| Disk (naa.600508b1001c2b7a3d... = Disk group (020005000060.. HDD 136.70 GB 8.02 o
=\ HF Serial Attached SCS| Disk (naa.600508b1001cb1132... g Disk group (020008000080..  HDD 136.70 GB 8.00 -
+ [@ csde-hoiielocal
@ HF Serial Attached SCSI Disk (naa 600508b1001c61cedd... =i Disk group (020008000060...  Flash 186.28 GB 0.00
o HF Serial Attached SCS| Disk (naa.600508b1001cf23ccOb... 5 Disk group (020005000050...  HDD 136.70 GB 6.75
o HP Serial Attached SCS| Disk (naa.600508b1001c388c92... g Disk group (020008000080...  HDD 136.70 GB 368.
~ [@ cede-hozielocal
@ HP Serial Attached SCSI Disk (naa.60050801001c64b76e. =l Disk group (020008000060 Flash 186.28 GB 0.00
. 3 HP Serial Attached SCSI Disk ljnaa"ISDDEDSﬂDU1c32234d... E= Disk group (020008000060... HDD 136.70 GB 2.?'1 -
[ ] 16items [=p~
HP Serial Attached SCSI Disk (naa.600508b1001c2b7a3d39534actbeb92d): VM Objects on Disk
Q -
Parent VM VM Object Object Type VM Storage Folicy
&h vsan6-poc-testvm-3 &5 Hard disk 1 Virtual Disk
& vsané-poc-testvm-1 &5 Hard disk 1 Virtual Disk

Figure 10.3: Physical Disks view

10.4 Monitor Resynchronization and Rebalance
Operations

Another very useful view in this Monitor > Virtual SAN tab is “Resyncing
components”. This will display any rebuilding or rebalancing operations that might
be taking place on the cluster. For example, if there was a device failure, resyncing
or rebuilding activity could be observed here. Similarly, if a device was removed or a
host failed, and the CLOMd (Cluster Logical Object Manager daemon) timer expired
(60 minutes by default), rebuilding activity would also be observed in this case.

With regards to rebalancing, Virtual SAN attempts to keep all physical disks at less
than 80% capacity. If any physical disks’ capacity passes this threshold, Virtual SAN
will move components from this disk to other disks in the cluster in order to
rebalance the physical storage.
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By default, there should be no resyncing activity taking place on the Virtual SAN

Cluster, as shown below. Resyncing activity usually indicates:

(a) a failure of a device or host in the cluster

(b) a device has been removed from the cluster

(c) a physical disk have greater than 80% of its capacity consumed

(d) a policy change has been implemented which necessitates a rebuilding of a VM’s
object layout. In this case, the new object layout is created, synchronized to the
original object, and then the original object is discarded.

[J vsaN6-Cluster = Actions ~

4

Getting Started  Summary | Monitor | Manage Related Objects

Issues | Profile Compliance | Performance | Tasks | Events | Resource Resenvation | Mirtual SAN | vSphere DRS | Utilization

A Resyncing Components
Health Resyncing components view displays the status of virtual machine objects that are currently being resynchronized in the Virtual SAN cluster.
Proactive Tests Menitoring object resynchronization is not available for clusters containing only hosts with version earlier than ESXi 6.0
Physical Disks c
Virtual Disks

Resyncing components
Resyncing Components Bytes |eft to resync

ETAto compliance

Name VM Storage Policy Host Bytes Left to Resync ETA

This listis empty

Figure 10.4: Resyncing components

10.5 Default Virtual SAN Alarms

There are at least 56 Virtual SAN alarms pre-defined in vCenter server 6.0ul. Some
are shown here, and the majority relate to Virtual SAN Health issues:
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[P c1 | Actions

Getting Started  Surnmary  Monitor | Manage | Related Chjects

[ Seftings | Scheduled Tasks | Alarm Definiions | Tags | Permissions l

+ | Q@ san -
Name Defined In *
_5'] Expired Yirtual SAM time-limited license __,j 1015613020

ry Wirtual SAM Health Alarm Fault domain number check’ [E 10.156.130.20
_E" Wirtual SAN Health Alarrn ‘Hosts disconnected from W' [} 10.156.130.20
_é virtual SAN Health Alarm "SCSI Controller on Vitual SA.. (5] 100156.130.20
_é Yirtual SAN Health Alarm ‘Limits health' G 1015613020
_é Wirtual SAN Health Alarm ‘Advanced Virtual SAR configur... _} 1015613020
[ Wirtual SAN Health Alarm 'Hosts with Virtual SAN disabl.. (51 100156.130.20
iy Virtual SAN Health Alarrn 'ESXK Vittual SAN Health seric . (51 10016613020
sy Wirtual SAN Health Alarm ‘Hosts without configured unic... (51 10015613020
_é Wirtual SAak Health Alarm 'MTL check {ping with large pa.. _,j 10168613020
py Wirtual SAN Health Alarm ‘Witness hostwith non-existin.. (51 10015613020
p Wirtual SAN Health Alarm ‘Component metadata health’ [E) 1015613020
ry Wirtual SAN Health Alarm Yirtual SAN HCL DB up-to-date’ (51 10016613020
7y Wirtual SAN Health Alarm ‘Hosts with connectivity issues’ (51 10.156.130.20
_E" Wirtual SAM Health Alarm 'Hostissues retrieving hardwa.. _,J 100156.130.20
_é Wirtual SAN Health Alarm “irtual SAM Health Service up-... (5] 10.156.130.20
_é wirtual SAN Health Service Alarm for Overall Health Sur.. (5] 10015613020
_é Wirtual AN Health Alarm ‘All hosts have aViroal SAN v (51 1015613020

_é Wirtual SAK Health Alarm 'Congestion’ _,J 10158613020
py Wirtual SAN Health Alarmn 'Stretched cluster health' [ 1015613020
_é Wirtual SAN Health Alarm 'Controller Release Support _,j 10158613020
py Wirtual SAN Health Alarm 'Current cluster situation’ [F) 1015613020
py Wirtual SAN Health Alarm Virtual SAN cluster partiion® (F 1015613020
py Wirtual SAN Health Alarm ‘Data health’ [E) 1015613020
py Wirtual SAN Health Alarm After 1 addiional host failure’ (F 1015613020
7y Wirtual SAN Health Alarm 'Software state health’ [E 10.156.130.20
_EIF Wirual SAN Health Alarrn Metwork health' [} 10.156.130.20

_é virtual SAN Health Alarm &Il hosts have matching multi.. (51 10.156.130.20
_é Wirtual SAN Health Alarm ‘Active multicast connectivity ch... _‘J 1018613020

=L Wirtial Sakl Haalth &larm Cwarall disle haalth! 1 AndRE 43070
[ 56 of 112 items

[J vSAN6-Cluster | Actions ~

Getting Started  Summary  Manitor | Manage | Related Objects

[Semngs | Scheduled Tasks | Alarm Defnitions | Tags | Permissions ]

-I- | Q@ san - Errors occurred on the disk{s) of a Virtual SAN host Edit.
fams befinesin Name Errars accurred on the disk(s) of a Virual SAN host
4 ' -| s 3-1
[y Expired Virtual SAN time-limited license (3 ie-vcsa-09.elocal Defined in @ iecsa-dielocal
t Registration/unregistration of a VASAvendor...  [& ie-vcsa-09.ie.local .
— ) . . . D ot Default alarm that monitors whether there are errors on the
¢y Hostflash capacity exceeds the licensed limit [ iewcsa-08ie local escription host disk(s) in the Vitual SN cluster.
] Vi yCsa-|
[y Expired Virtual SAN license (& ie-vcsa-09.e.local Monitor type Host
EI Errors occurred on the diskis) of a Virtual SA... _,! ie-vcsa-09.ie.local
- Enabled Yes
» Triggers Expand for more details
» Actions Expand for more details

Figure 10.5: Alarm definitions
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10.7 Monitor Virtual SAN with VSAN Observer

The VMware VSAN Observer is a performance monitoring and troubleshooting tool
for Virtual SAN. The tool is launched from the Ruby vSphere Console (RVC) and can
be utilized for monitoring performance statistics for Virtual SAN live mode or offline.
When running in live mode, a web browser can be pointed at vCenter Server to see
live graphs related to the performance of Virtual SAN.

The utility can be used to understand Virtual SAN performance characteristics. The
utility is intended to provide deeper insights of Virtual SAN performance
characteristics and analytics. VSAN Observer’s user interface displays performance
information of the following items:

e Host level performance statistics (client stats)
Statistics of the physical disk layer
Deep dive physical disks group details
CPU Usage Statistics
Consumption of Virtual SAN memory pools
Physical and In-memory object distribution across Virtual SAN Clusters

The VSAN Observer Ul depends on some JavaScript and CSS libraries (JQuery, d3,
angular, bootstrap, font-awesome) in order to successfully display the performance
statistics and other information. These library files are accessed and loaded over the
Internet at runtime when the VSAN Observer page is rendered. The tool requires
access to the libraries mentioned above in order to work correctly. This means that
the vCenter Server requires access to the Internet. However with a little work
beforehand, VSAN Observer can be configured to work in an environment that does
not have Internet access.

Further discussion on VSAN Observer is outside the scope of this POC Guide. For those
interested in learning more about Virtual SAN Observer, refer to the VMware Virtual

SAN Diagnostics and Troubleshooting Reference Manual and Monitoring VMware
Virtual SAN with VSAN Observer.
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11. Performance Testing

Performance testing is an important part of evaluating any storage solution. Setting
up a desirable test environment could be challenging, and customers may do it
differently. Customers may also select from a variety of tools to run workloads, or
choose to collect data and logs in different ways. These all add complexity to
troubleshoot performance issues claimed by customers, and lengthen the evaluation
process.

Virtual SAN Performance will depend on what devices are in the hosts (SSD, magnetic
disks), on the policy of the virtual machine (how widely the data is spread across the
devices), the size of the working set, the type of workload, and so on.

A major factor for virtual machine performance is the virtual hardware: how many
virtual SCSI controllers, VMDKs, outstanding [/O and how many vCPUs can be
pushing [/0. Use a number of VMs, virtual SCSI controllers and VMDKs for maximum
performance.

Virtual SAN’s distributed architecture dictates that reasonable performance is
achieved when the pooled compute and storage resources in the cluster are well
utilized. This usually means a number of VMs each running the specified workload
should be distributed in the cluster and run in a consistent manner to deliver
aggregated performance. Virtual SAN also depends on VSAN Observer for detailed
performance monitoring and analysis, which as a separate tool is easy to become an
afterthought of the testing.

11.1 Use VSAN Observer

Virtual SAN ships with a performance-monitoring tool called VSAN Observer. It is
accessed via RVC - the Ruby vSphere Console. If you're planning on doing any sort of
performance testing, plan on using VSAN Observer to observe what’s happening.

Reference VMware Knowledgebase Article 2064240 for getting started with VSAN
Observer - http://kb.vmware.com/kb/2064240. See detailed information in
Monitoring VMware Virtual SAN with VSAN Observer.

11.2 Performance Considerations

There are a number of considerations you should take into account when running
performance tests on Virtual SAN.

11.2.1 Single vs. Multiple Workers

Virtual SAN is designed to support good performance when many VMs are distributed
and running simultaneously across the hosts in the cluster. Running a single storage
test in a single VM won'’t reflect on the aggregate performance of a Virtual SAN-
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enabled cluster. Regardless of what tool you are using - I0meter, VDbench or
something else - plan on using multiple “workers” or I/O processors to multiple
virtual disks to get representative results.

11.2.2 Working Set

For the best performance, a virtual machine’s working set should be mostly in cache.
Care will have to be taken when sizing your Virtual SAN flash to account for all of your
virtual machines’ working sets residing in cache. A general rule of thumb is to size
cache as 10% of your consumed virtual machine storage (not including replica
objects). While this is adequate for most workloads, understanding your workload’s
working set before sizing is a useful exercise. Consider using VMware Infrastructure
Planner (VIP) tool to help with this task - http://vip.vimware.com.

11.2.3 Sequential Workloads versus Random Workloads

Sustained sequential write workloads (such as VM cloning operations) run on Virtual
SAN will simply fill the cache and future writes will need to wait for the cache to be
destaged to the spinning magnetic disk layer before more I/0s can be written to cache,
so performance will be a reflection of the spinning disk(s) and not of flash. The same
is true for sustained sequential read workflows. If the block is not in cache, it will have
to be fetched from spinning disk. Mixed workloads will benefit more from Virtual
SAN’s caching design.

11.2.4 Outstanding I0s

Most testing tools have a setting for Outstanding IOs, or OIO for short. It shouldn’t be
set to 1, nor should it be set to match a device queue depth. Consider a setting of
between 2 and 8, depending on the number of virtual machines and VMDKs that you
plan to run. For a small number of VMs and VMDKs, use 8. For a large number of VMs
and VMDKSs, consider setting it lower.

11.2.5 Block Size

The block size that you choose is really dependent on the application/workload that
you plan to run in your VM. While the block size for a Windows Guest OS varies
between 512 bytes and 1MB, the most common block size is 4KB. But if you plan to
run SQL Server, or MS Exchange workloads, you may want to pick block sizes
appropriate to those applications (they may vary from application version to
application version). Since it is unlikely that all of your workloads will use the same
block size, consider a number of performance tests with differing, but commonly used,
block sizes.

11.2.6 Cache Warm up Considerations

Flash as cache helps performance in two important ways. First, frequently read
blocks end up in cache, dramatically improving performance. Second, all writes are
committed to cache first, before being efficiently destaged to disks - again,
dramatically improving performance.
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However, data still has to move back and forth between disks and cache. Most real-
world application workloads take a while for cache to “warm up” before achieving
steady-state performance.

11.2.7 Number of Magnetic Disk Drives in Hybrid Configurations

In the getting started section, we discuss how disk groups with multiple disks perform
better than disk groups with fewer, as there are more disk spindles to destage to as
well as more spindles to handle read cache misses. Let’s look at a more detailed
example around this.

Consider a Virtual SAN environment where you wish to clone a number of VMs to the
Virtual SAN datastore. This is a very sequential [/0 intensive operation. We may be
able to write into the SSD write buffer at approximately 200-300 MB per second. A
single magnetic disk can maybe do 100MB per second. So assuming no read
operations are taking place at the same time, we would need 2-3 magnetic disks to
match the SSD speed for destaging purposes.

Now consider that there might also be some operations going on in parallel. Let’s say
that we have another Virtual SAN requirement to achieve 2000 read IOPS. Virtual SAN
is designed to achieve a 90% read cache hit rate (approximately). That means 10% of
all reads are going to be read cache misses; for example, thatis 200 IOPS based on our
requirement. A single magnetic disk can perhaps achieve somewhere in the region of
100 IOPS. Therefore an additional 2 magnetic disks will be required to meet this
requirement.

If we combine the destaging requirements and the read cache misses described above,
your Virtual SAN design may need 4 or 5 magnetic disks per disk group to satisfy your
workload.

11.2.8 Striping Considerations

One of the VM Storage Policy settings is NumberOfDiskStripesPerObject. That allows
you to set a stripe width on a VM’s VMDK object. While setting disk striping values
can sometimes increase performance, that isn’t always the case.

As an example, if a given test is cache-friendly (e.g. most of the data is in cache),
striping won’t impact performance significantly. As another example, ifa given VMDK
is striped across disks that are busy doing other things, not much performance is
gained, and may actually be worse.

11.2.9 Guest File Systems Considerations

Many customers have reported significant differences in performance between
different guest file systems and their settings; for example, Windows NTFS and Linux.
If you are not getting the performance you expect, consider investigating whether it
could be a guest OS file system issue.
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11.2.10 Performance during Failure and Rebuild

When Virtual SAN is rebuilding one or more components, application performance
can be impacted. For this reason, always check to make sure that Virtual SAN is fully
rebuilt and that there are no underlying issues prior to testing performance. Verify
there are no rebuilds occurring before testing with the following RVC command,
which we discussed earlier:

e vsan.check_state
o vsan.disks_stats
e vsan.resync_dashboard
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11.3 Performance Testing Option 1: Virtual SAN Health
Check

Virtual SAN Health Check comes with its own Storage Performance Test. This negates
the need to deploy additional tools to test the performance of your Virtual SAN
environment. To run the storage performance test is quite simple; navigate to the
cluster’s Monitor tab > Virtual SAN > Proactive Tests, select Storage Performance Test,
then click on the Go arrow highlighted below.

“ Proactive Tests

—
< ot et e
L bl VM creation test @) NiA NIA
Virtual Disks = — A
Resyncing Components Storage performance test ) NIA NIA )
[y 3items |[mp~

Figure 11.1: Storage Performance Test
A popup is then displayed, showing the duration of the test (default 10 minutes) along
with the type of workload that will be run. The user can change this duration, for

example, if a burn-in test for a longer period of time is desired.

There are a number of different workloads that can be chosen from the drop-down
menu.

Run Storage performance test

Run workload for at least 5 minutes to get representative results. Run for hours to test stability of the cluster

purion o s

Workioad: | Basic sanity test, focus on Flash cache layer

Figure 11.2: Storage Performance Test duration and workload

To learn more about the test that is being run, click on the (i) symbol next to the
workload. This will describe the type of workload that the test will initiate.
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When the test completed, the Storage Load Test results are displayed, including test
name, workload type, IOPS, throughput, average latency and maximum latency. Keep
in mind that a sequential write pattern will not benefit from caching, so the results
that are shown from this test are basically a reflection of what the capacity layer (in
this case, the magnetic disks) can do.

[J VSANG-Cluster  Actions ~

Gefting Started  Summary | Monitor | Manage Related Objects

Issues | Profile Compliance | Performance | Health | Tasks | Events | Resource Resenvation | Virual SAN | vSphere DRS | vSphere HA | Utiization

“ Proactive Tests
Health
b

Proactive Tests e

vacallsks VM creafiontest @
Virtual Disks Wulticast performance test @
Resyncing Components Storage performance test @)

Storage performance test - Details
VSAN hosts Storage Performance TestResult

Wortload Type

Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o.
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o
Basic sanity test, focus o

Basic sanity test, focus o

| 3o e e o o o e e

Figure 11.3: Virtual SAN Cluster Storage Load Test results

Last Run Result

NIA
/A
@ Passed

Last Run Time
NIA
NIA
Monday, May 18, 2015 4:01:25 PH

The proactive test could then be repeated with different workloads

i
Il

Jitems [=~

Maximum Latency (ms)

4410
4220
4378
57.96
85.16

5168
54.04
6153
44.07
44.13

4228
44.02
68.41
4115
6278

40items [=~

As before, when the test completes, the results are once again displayed. You will
notice a major difference in results when the workload can leverage the caching layer

versus when it cannot.
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11.4 Performance Testing Option 2: HClbench

In a hyper-converged architecture, each server is intended to support both many
application VMs, as well as contribute to the pool of storage available to
applications. This is best modeled by invoking many dozens of test VMs, each
accessing multiple stored VMDKs. The goal is to simulate a very busy cluster.
Unfortunately, popular storage performance testing tools do not directly support
this model. As a result performance testing a hyper-converged architecture such as
Virtual SAN presents a different set of challenges. To accurately simulate workloads
of a production cluster it is best to deploy multiple VMs dispersed across hosts with
each VM having multiple disks. In addition, the workload test needs to be run
against each VM and disk simultaneously.

To address the challenges of correctly running performance testing in hyper-
converged environments, VMware has created a storage performance testing
automation tool called HCIbench that automates the use of the popular Vdbench
testing tool. Users simply specify the parameters of the test they would like to run,
and HCIbench instructs Vdbench what to do on each and every node in the cluster.

HCIbench aims to simplify and accelerate customer Proof of Concept (POC)
performance testing in a consistent and controlled way. The tool fully automates the
end-to-end process of deploying test VMs, coordinating workload runs, aggregating
test results, and collecting necessary data for troubleshooting purposes. Evaluators
choose the profiles they are interested in; HCIbench does the rest quickly and easily.

This section provides an overview and recommendations for successfully using

HCIbench. For complete documentation and use procedures, refer to the HCIbench
Installation and User guide which is accessible from the download directory.

11.4.1 Where to Get HClbench

HCIbench and complete documentation can be downloaded from the following
location: HCIbench Automated Testing Tool.

This tool is provided free of charge and with no restrictions. Support will be
provided solely on a best-effort basis as time and resources allow, by the VMware
Virtual SAN Community Forum.

11.4.2 Deploying HClbench

Step 1 - Deploy the OVA

To get started, you deploy a single HCIbench appliance called HCIbench.ova. The
process for deploying the HCIbench OVA is no different from deploying any other
OVA.
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Step 2 - HCIbench Configuration

After deployment, navigate to http://Controller VM [P:8080/ to start configuration
and kick off the test.

There are three main sections in this configuration file:
e vSphere Environment Information

In this section, all the parameters are required except for the Network Name
field. You must provide the vSphere environment information where the Virtual
SAN Cluster is configured, including vCenter IP address, vCenter credential,
name of the datacenter, name of the Virtual SAN Cluster, and name of the
Datastore.

The Network Name parameter defines which network the Vdbench Guest
VMs should use. The default value is VM Network.

If DHCP serviceses are not available, the Enable DHCP Service on the
Network parameter allows user to enable DHCP service on the network
which “HCIBench Internal Network” mapped on.

The Datastore Name parameter specifies the datastores to be tested. All VM
data will be deployed on this datastore. For the purposes of this guide the
Virtual SAN datastore should be specified. Testing multiple datastores in
parallel is also supported. You can enter the datastore names, one per line. In
this case, virtual machines are distributed evenly across the datastores. For
example, if you enter two datastores and 100 virtual machines, 50 virtual
machines will be deployed on each datastore.
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Performance Automation Tool Configuration Page

wEaphere Environment Information
vCenter Hosthame/IP

10.156.169 .96 *

yCenter Username

*

administraton@wsphere local

yCenter Password

smmmnm *

Datacenter Mame

Lah *

Cluster Name

WSAN *

MNetwork Name

W Metwork- 1284

Enable DHCP Service on the Metwork DHCP Service could be
enabled if the spedified

Datastore Name Metwork dogsn't have DHCP
Server (OPTIOMALY, if

wsanDatastore chiecked, HCIBench Internal

Metwaork needs to be
mapped on the same
Metwiork

nfsDatastore

A

Figure 11.4: Performance Automation Tool Configuration

Step 3 - Virtual SAN Cluster Hosts Information

Configuring the Cluster Hosts information is optional. If this parameter is lift
unchecked HCIbench will create a VDbench Guest VM, then clone it to all hosts in the
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Virtual SAN Cluster in a round-robin fashion. The naming convention of Vdbench
Guest VMs deployed in this mode is “vdbench-vc-<DATASTORE_NAME>-<#>".

If this option is checked, each hosts you wish to deploy HCIbench guest VMs on must
be manually added to the Hosts section. As a best practice it is recommended to
leave the Cluster host information parameter unchecked and let HCIbench evenly
distribute virutal machines on each host.

Wirtuial SAM Cluster Hosts Information
Directly Deploy on Hosts

¥ Deploy on Hosts

Hosts

10,156.28.21
10.156.28.22
10,156.28.23
10.156.28.24

Host Username

root

Host Password

Figure 11.5: Virtual SAN Cluster Hosts Information

Step 4 - VDbench Guest VM Specification

In this section, the only required parameter is Number of VMs that specifies the
total number of Vdbench Guest VMs to be deployed for testing. If you enter multiple
datastores, these VMs are deployed evenly on the datastores. The Number of Data
Disk and Size of Data Disk parameters are optional:

= The Number of Data Disk parameter specifies how many VMDKs to be tested
are added to each Vdbench Guest VM.

= The Size of Data Disk parameter specifies the size (GB) of each VMDK to be
tested. The total number of simulated workload instances is Number of VM *
(times) Number of Data Disk.

The default value of both parameters is 10.
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NOTE: Prior to setting the number and size of each data disk careful consideration
should be given to ensure that there is sufficeent compute and storage resrouces to
supporte the target workload. In addition, the cumulative size of all test VMs should
not exceed the size of cache available on the cluster as a whole. You should take a
carefule sizing exercise to make sure there is sufficient compute and storage
resoruces to support the target level of workload instances.

Yobench Guest ¥ Specification
Number of ¥Ms

10 *

Mumber of Data Disk

2

Size of Data Disk

]

Figure 11.5: Vdbench Guest VM Specification

Step 5 - Download and add vdbench zip file, and add parameter file

Once this is done, users need to provide access to the vdbench tool. Due to licensing
issues, we are not allowed to distribute the vdbench benchmarking tool, so it needs
to be downloaded from Oracle if you do not have it already. There is a link provided
to the Oracle website to down the vdbench zip file, but you will need to have an
account on Oracle’s site to access it. Once the vdbench zip file has been downloaded
locally, you must then uploaded to the appliance. The next part of the setup is to
generate a vdbench parameter file, which has information such as I/0 size, R/W
ratio and whether the I/0 should be random or sequential in nature. You should
also state how long you want the test to run (3600 seconds = 1 hour below), as well
as whether you want to dd the storage first (initialize it). Finally, decide if you want
the benchmark VMs cleaned up once the test completes. Save the configuration. To
make sure that everything is OK, run the validate test. This will verify that all the
configuration parameters are correct, and will state whether it is OK to start the test.
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Ydbench Testng Configuration
Test Manme

DemoTest

Select a Ydbench parameter file
wilb-2vmidk=100ws-16k-60rcp |:

Upload and use a Ydbench parameter file for testing. (THIS
OPERATION WILL OVERWRITE YOUR SELECTION ABOVE)

Browse... | Mo file selected.

Generate Ydbench Parameter File by Yourself

Generate

Figure 11.6: Vdbench Testing Configuration

11.4.3 Considerations for Defining Test Workloads

Working set

Working set is one of the most important factors for correctly running performance
test and obtaining accurate results. For the best performance, a virtual machine’s
working set should be mostly in cache. Care will have to be taken when sizing your
Virtual SAN flash to account for all of your virtual machines’ working sets residing in
cache. A general rule of thumb is to size cache as 10% of your consumed virtual
machine storage (not including replica objects). While this is adequate for most
workloads, understanding your workload’s working set before sizing is a useful
exercise. Consider using VMware Infrastructure Planner (VIP) tool to help with this
task - http://vip.vimware.com.

The following process is an example of sizing an appropriate working set for
performance testing with HCIbench. Consider a four node cluster with one 400GB
SSD per node. This gives the cluster a total cache size of 1.6TB. The total cache
available in Virtual SAN is split 70% for read cache and 30% for write cache. This
gives the cluster in our example 1120GB of available read cache and 480GB of
available write cache. In order to correctly fit the HCIbench within the available the
total capacity of all VMDKs should not exceed 1,120GB.
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Designing a test scenario with 4 VMs per host, each VM having 5 X 10GB VMDKs,
resulting in a total size of 800GB. This will allow the test working set to fit within
cache. The default setting for both the number and size of data disks is 10. This value
should. If the total of the_Size of Data Disk parameter should exceed the total cache
size of the cluster. The total size of data disk is the Number of VM * (times) Number
of Data Disk.

Sequential workloads versus random workloads

Before doing performance tests it is important to understand the performance
characteristics of the production workload to be tested. Different applications have
different performance characteristics. Understanding these characteristics is crucial
to successful performance testing. When it is not possible to test with the actual
application or application specific testing tool it is important to design a test which
matches the production workload as closely as possible. Different workload types
will perform differently on Virtual SAN.

Sustained sequential write workloads (such as VM cloning operations) run on Virtual
SAN will simply fill the cache and future writes will need to wait for the cache to be
destaged to the spinning magnetic disk layer before more I/Os can be written to cache,
so performance will be a reflection of the spinning disk(s) and not of flash. The same
is true for sustained sequential read workflows. If the block is not in cache, it will have
to be fetched from spinning disk. Mixed workloads will benefit more from Virtual
SAN’s caching design.

HCIbench allows you to change the percentage read and the percentage random
parameters. As a starting point it is recommended to set the percentage read
parameter to 70 and the percentage random parameter to 30%.

Initializing Storage

During configuration of the workload the recommendation is to select the option to
initialize storage. This option will zero the disks for each VM being used in the test,
helping to alleviate a first write penalty during the performance testing phase.

Test Run Considerations

As frequently read blocks end up in cache, read performance will improve. In a
production environment active blocks will already be in cache. When running any
kind of performance testing it is important to keep this in mind. As a best practice
performance tests should include at least a 15 minute warm up period. Also keep in
mind that the longer testing runs the more accurate the results will be. In addition
to the cache warming period HCIbench tests should be configured to for at least an
hour.
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Results

After the Vdbench testing is completed, the test results are collected from all
Vdbench instances in the test VMs. And you can view the results at

http://Controller VM IP/results in a web browser. You can find all of the original
result files produced by Vdbench instances inside the subdirectory corresponding to
a test run. In addition to the text files, there is another subdirectory named iotest-
vdbench-<VM#>vm inside, which is the statistics directory generated by Virtual SAN
Observer. Virtual SAN performance data can be viewed by opening the stats.html file
within the test directory.
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12. Testing Hardware Failures

12.1 Understanding Expected Behavior

When doing failure testing with Virtual SAN, it is important to understand the
expected behavior for different failure scenarios. You should compare the results of
your test to what is expected. The previous section should be read to understand
expected failure behaviors.

12.2 Important: Test one Thing at a Time

By default, virtual machines are deployed on Virtual SAN with the ability to tolerate
one failure. If you do not wait for the first failure to be resolved, and then try to test
another failure, you will have introduced two failures to the cluster. Virtual Machines
will not be able to tolerate the second failure and will become inaccessible.

12.3 VM Behavior when Multiple Failures Encountered
Previously we discussed VM operational states and availability. To recap, a VM
remains accessible when a full mirror copy of the objects are available, as well as
greater than 50% of the components that make up the VM; the witnesses are there to
assist with the latter requirement.

Let’s talk a little about VM behavior when there are more failures in the cluster than
the NumberOfFailuresToTolerate setting in the policy associated with the VM.

12.3.1 VM Powered on and VM Home Namespace Object Goes Inaccessible

If a running VM has its VM Home Namespace object go inaccessible due to failures in
the cluster, a number of different things may happen. Once the VM is powered off, it
will be marked "inaccessible" in the vSphere web client UL. There can also be other
side effects, such as the VM getting renamed in the Ul to its “.vmx” path rather than
VM name, or the VM being marked "orphaned".

12.3.2 VM Powered on and Disk Object Goes Inaccessible

If a running VM has one of its disk objects go inaccessible, the VM will keep running,
but its VMDK’s 1/0 is stalled. Typically, the Guest OS will eventually time out 1/0.
Some operating systems may crash when this occurs. Other operating systems, for
example some Linux distributions, may downgrade the filesystems on the impacted
VMDK to read-only. The Guest OS behavior, and even the VM behavior is not Virtual
SAN specific. It can also be seen on VMs running on traditional storage when the ESXi
host suffers an APD (All Paths Down).

Once the VM becomes accessible again, the status should resolve, and things go back
to normal. Of course, data remains intact during these scenarios.
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12.4 What Happens when a Server Fails or is Rebooted?
A host failure can occur in a number of ways. It could be a crash, or it could be a
network issue (which is discussed in more detail in the next section). However, it
could also be something as simple as a reboot, and that the host will be back online
when the reboot process completes. Once again, Virtual SAN needs to be able to
handle all of these events.

If there are active components of an object residing on the host that is detected to be
failed (due to any of the stated reasons) then those components are marked as
ABSENT. I/0 flow to the object is restored within 5-7 seconds by removing the
ABSENT component from the active set of components in the object.

The ABSENT state is chosen rather than the DEGRADED state because in many cases
a host failure is a temporary condition. A host might be configured to auto-reboot
after a crash, or the host’s power cable was inadvertently removed, but plugged back
in immediately. Virtual SAN is designed to allow enough time for a host to reboot
before starting rebuilds on other hosts so as not to waste resources. Because Virtual
SAN cannot tell if this is a host failure, a network disconnect or a host reboot, the 60-
minute timer is once again started. If the timer expires, and the host has not rejoined
the cluster, a rebuild of components on the remaining hosts in the cluster commences.

If a host fails, or is rebooted, this event will trigger a "Host connection and power
state" alarm, and if vSphere HA is enabled on the cluster, it will also cause a" vSphere
HA host status” alarm and a “Host cannot communicate with all other nodes in the
Virtual SAN Enabled Cluster” message.

If NumberOfFailuresToTolerate=1 or higher in the VM Storage Policy, and an ESXi host
goes down, VMs not running on the failed host continue to run as normal. If any VMs
with that policy were running on the failed host, they will get restarted on one of the
other ESXi hosts in the cluster by vSphere HA, as long as it is configured on the cluster.

Caution: If VMs are configured in such a way as to not tolerate failures,

(NumberOfFailuresToTolerate=0), a VM that has components on the failing host will
become inaccessible through the vSphere web client UI.
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12.5 Simulate Host Failure without vSphere HA

Without vSphere HA, any virtual machines running on the host that fails will not be
automatically started elsewhere in the cluster, even though the storage backing the
virtual machine in question is unaffected.

Let’s take an example where a VM is running on a host (cs-ie-h02.ie.local).
([ vsan6-poc-testvm2 = Actions »

Getting Started | Summary | Monitor Manage Related Objects

vsanb-poc-test-vm 2

Guest OS5 Mic rosoft Window s Server 2008 R2 (84-bit)
Compatibility : ESXi 6.0 and later (vYMwversion 11)

“Wiw are Tools: Mot running, not installed

DHS MName:

Host: cs-ie-hlZ.ielocal
Launch Remote Console oy
Download Remote Console @

A Vidware Tools is not installed on this virtual machine.

Figure 12.1: host failure without vSphere HA

It would also be a good test if this VM also had components located on the local
storage of this host. However it does not matter if it does not as the test will still
highlight the benefits of vSphere HA.

Next, the host is rebooted:

|

[@ Enter Standby Mode
Shut Down

FTgure 12.2: Reboot the host
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As expected, the host is not responding in vCenter, and the VM becomes
disconnected. The VM will remain in a disconnected state until the ESXi host has
fully rebooted, as there is no vSphere HA enabled on the cluster, so the VM cannot
be restarted on another host in the cluster.

Navigator ) §

4 Home D)
5] ] 8 2]

[ ie~vcsa-00 e local
w [l VSANE-DC

~ [ vsanG-Cluster
[& cs-ie-h01.ie.local
@cs-ie-hﬂz.ie.lacal (notresponding)
& cs-ie-hD3.ie local
3 cs-ie-h04.ie local
G ievcsa-09_1
&h vsanG-poc-testvm-1
G vsanG-poc-testym-2

&1 vsan6-poc-testvm?2 (disconnected) >

Figure 12.3: ESXi host not responding, VM disconnected

If you now examine the policies of the VM, you will see that it is non-compliant. You
can also see the reason why in the lower part of the screen. This VM should be able to
tolerate one failure, but due to the failure currently in the cluster (for example: one
ESXi host is currently rebooting), this VM cannot tolerate another failure, thus it is
non-compliant with its policy.

What can be deduced from this is that not only was the VM’s compute running on the
host which was rebooted, but that it also had some components residing on the
storage of the host that was rebooted. We can confirm this when the host fully reboots.

[ip vsan6-poc-testym2 | Actions =

Getting Stated  Summary | Monitor | Manage Related Objects

Issues | Performance | Policies | Tasks | Events | Ufilization

¢ % a -
Mame VM Storage Palicy Compliance Status Last Cheded

£ ¥M home F‘E Virtual 34N Default Storage Policy & Moncompliant 13/04/201512:04

&5 Hard disk 1 F‘E Virtual SAN Default Storage Palicy @ Moncompliant 13/04/201512:04

]

2 items L-i ™
Compliance Failures | Physical Disk Placement
vsan6-poc-test-vm2 - Hard disk 1: VM Storage Policy Compliance Failures

Property Name Expected Vslue Curmren

VSAM - Number of failures to tolerate 1 0

Figure 12.4: VM is non-compliant
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Once the ESXi host has rebooted, we see that the VM is no longer disconnected.
However it is left in a powered off state.

r

Mavigator b §

4 Home D)

(o |@ 8 a
 [Jigvcsa-09ie local
w [ VSANG-DC
~ [ vsANG-Cluster
[F] cs-ie-h01.ielocal
g cs-ie-h0zZ.ie.local
[ cs-ie-h03.ielacal
[F] cs-ie-h04.ielocal
i ievcsa-09_1
th vsanG-poc-testym-1
& vsanf-poc-testvm-3

& vsan6-poc-testvma2 >

Figure 12.5: ESXi host rebooted, VM powered off

And as mentioned previously, if the physical disk placement is examined, we can
clearly see that the storage on the host that was rebooted, cs-ie-h02.ie.local, was used
to store components belonging to the VM.

i
|<

(h vsan6-poc-testvm2 = Actions =

Getling Started  Summary | Monitor | Manage Related Objects

[1ssues ‘ Performance | Policies | Tasks ‘ Events | Utilizaton

[ (@ Filter -
Name VM Storage Palicy Compliance Status Last Checied

£ VM home E‘E Virtual AN Default Storage Policy + Compliant 13/04/2015 12:14

B9 Hard disk 1 E‘S Virtual AN Default Storage Policy + Compliant 13/04/201512:14

i Zitems [=b~

Compliance Failures | Physical Disk Placement

vsan6-poc-test-vm2 - VM home : Physical Disk Placement

— = (qFiter =)
Type Component State  Host Flash Disk Name Flash Disk Uuid HOD Disk Neme HOD
Witness [l Active Q cs-ie-hD4.iel & HP Serial Attached SCSI Dis 52742cfb-d99d-cdcl-8acd-1527. . 4 HP Serial Attached SCSI Dis 524
+ RAID1
Component [l Active @ cs-ie-h02iel.. A HP Serial Aftached SCSI Dis...  521963f0-33{5-eaaf-d2e1-Ta21.. T4 HP Serial Attached SCSI Dis...  52f!
Component @ Active E| cs-e-h0tliel.. S HP Serial Aftached SC8I Dis...  528ba019-e369-151e-01b3-26.. T3 HP Serial Attached SCSI Dis... 52%

Figure 12.6: Components on host that was rebooted
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12.6 Simulate Host Failure with vSphere HA

Let’s now repeat the same scenario, but with vSphere HA enabled on the cluster. First,
power on the VM from the last test.

Next, select the cluster object, and navigate to the Manage tab, then Settings > Services
> vSphere HA. vSphere HA is turned off currently.

[J VSAN6-Cluster  Actions =

Getting Started  Summary  Monitor | Manage | Related Objects

[setings | Scheduled Tasks | Aarm Definitions | Tags | Permissions

“ vSphere HA is Turned OFF

- Services

Runtime information for vSphere HAIS reported under
vSphere DRS

w Virtual SAN

General

Figure 12.7: vSphere HA is turned off

Click on the “Edit” button to enable vSphere HA. When the wizard pops up, click on
the “Turn on vSphere HA” checkbox as shown below, then click OK.

[ VSANG-Cluster - Edit Cluster Settings 2 »

F .
vSphere DRS | M Turn on vSphere HA )
\ 4

ESX/ESXi hosts in this cluster exchange network heartbeats. Disable this feature when performing network maintenance that
might cause isolation responses

[#] Host Manitoring

Host Hardware Monitoring - VM Component Protection

ESX/ESXi hosts have the capability to detect various failures that do not necessarily cause virtual machines to go down, but
could deem them unusable (for example, losing networkidisk communication)

I:‘ Protect against Storage Connectivity Loss

Virtual Machine Monitoring

WM WMonitoring restarts individual Vs if their Viiware Tools heartbeats are not received within a settime. Application Monitoring

restarts individual “is if their in-guest application heartbeats are not received within a set time.
[ Disabled K3
Failure conditions and WM Expand for details
response
» Admission Control Expand for details
v Datastore for Heartbeating Expand for details
» Advanced Options Expand for advanced options

ok |[ cancel |

Figure 12.8: Turn on vSphere HA
This will launch a number of tasks on each ode in the cluster. These can be

monitored via the Monitor > Tasks view. When the configuring of vSphere HA tasks
complete, select the cluster object, then the Summary tab, then the vSphere HA
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window and ensure it is configured and monitoring. The cluster should now have
Virtual SAN, DRS and vSphere HA enabled.

[J vsSANB-Cluster | Actions

Getting Started | Summary | Monitor  Manage Related Objects

VSANG-Cluster
Total Processors: 48
Total vhotion Migrations: 18

& &

* vySphere HA O | = vSphere DRS O
Protected Balanced
SPL (" T T T T %
{ - ) O
Memory 0
Migration automation level: Fully Automated
0% E0% 100%
Migration threshold: Apply priority 1,
CPU reserded for failover: 25 % priority 2, and
Memaory reserved for failover: 25 % priority 3
Host Monitoring: Enabled recommendations
W Monitoring: Dizabled ) ’
Power management automation level. Of
DRS recommendations: 0
= \Virtual SAN O
DRS faults: ]
Add disks to storage Manual
Huosts 4 hosts * Cluster Resources O
Flash disks in use 4 of 4 eligible Hosts 4 Hosts
Data disks in use & of 25 eligible Total virtual flash resources poop
Total capacity of Virtual SAN datastore .05 TR EVC mode Disabled
Free capacity of Virtual SAN datastore 1.037TB
v Tags O
Metwork status " MNormal
¢ Related Objects ]
Disk management
# 1 »  Cluster Consumers 0

Figure 12.9: Virtual SAN, DRS and vSphere HA enabled

Verify that the test VM is still residing on host cs-ie-h02.ie.local. Now repeat the
same test as before by rebooting host cs-ie-h02.ie.local and examine the differences
with vSphere HA enabled.
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[J cs-ie-h02.ie.local - Reboot Host

You have chosen to reboot host cs-ie-hD2.ie local

Log a reason for this reboot operation:

vephere HA enabled test

This hostis notin maintenance mode.

_'\, Zhutting down or rebooting a hostthatis notin maintenance mode will not
safely stop the running virtual machines on this host. [fthe hostis part ofa
Virtual SAM cluster, you might lose access to the Virtual SAN data an the host.
Putthe hostin maintenance mode befare you reboot or shut down the host.

Reboot the selected host?

0K Cance

Figure 12.10: Reboot the host, this time with vSphere HA enabled

On this occasion, a number of HA related events should be displayed on the Summary
tab of the host being rebooted (you may need to refresh the web client to see these):

vSphere HA detected a possible host failure of this host
& vSphere HA host status

Figure 12.11: vSphere HA messages

Acknowledge ResetTo Green

However, rather than the VM becoming disconnected for the duration of the host
reboot like was seen in the last test, the VM in instead restarted on another host, in

this case cs-ie-h03.ie.local.

jf> vsanb-poc-test-vma2 Actions -
Gefting Started | Summary | Monitor Manage Related Objects

vsang-poc-test-vm2

Guest O35 Mic rosoft Window s Server 2008 R2 (54-bit)
Compatibility - ESXi 6.0 and later ("M version 11)

“htw are Tools: Mot running, not installed

OMS Mame:

IP Addresses: ——————————
| s-ie-hD3ielocal |

L. A

Host: |
Launch Remaote Consale {" é
Download Remote Console @)

M Wware Tools is notinstalled on this virtual machine.

Figure 12.12: VM restarted on a different host
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If you remember earlier we stated that there were some components belonging to
the objects of this VM residing on the local storage of the host that was rebooted.
These components now show up as “Absent” in the VM > Monitor > policies >
Physical Disk Placement view as shown below.

(i vsan6-poc-testvm2 | Actions v

Getting Started  Summary | Monitor | Manage Related Objects

Issues | Performance [Policies | Tasks | Evenis | Utilization

c & Q -
Name VM Storage Policy Compliance Status Lest Checked
£ VM home F‘E Virtual SAM Default Storage Policy & Moncompliant 13/04/201512:33
&5 Hard disk 1 t_‘ﬁ Virtual SAN Default Storage Policy @ Moncompliant 13/04/2015 12:33 M
M 2items |=b ™

Compliance Failures | Physical Disk Placement

vsan6-poc-test-vm2 - VM home : Physical Disk Placement

Q -

Type Component State Host Flash Disk Mame Flash Disk Uuid HDD Disk Name

~ RAID1
Component W Active E| cs-ie-h0tliel.. (& HP Serial Attached SCSIDis... 528ba019-e369-151e-01b3-26... & HP Serial Attach
Compaonent [@ Absent Objectnotfound 24 Object notfound Object notfound ) Object notfound
Witness W Active Q cs-ie-h04iel.. A HP Serial Attached SCSI Dis... = 52742cfb-d99d-cdc1-8acd-1527... | TR HP Serial Attach

Figure 12.13: Absent components

However, once the ESXi host completes rebooting, assuming it is within 60 minutes,
these components will be rediscovered, resynchronized and placed back in an Active

state.

Should the host be disconnected for longer than 60 minutes (the CLOMD timeout
delay default value), the “Absent” components will be rebuilt elsewhere in the cluster.
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12.7 Disk is Pulled Unexpectedly from ESXi Host

When a magnetic disk is pulled from an ESXi hosts that is using it to contribute storage
to Virtual SAN without first decommissioning the disk, all the Virtual SAN
components residing on the disk go ABSENT and are inaccessible.

The ABSENT state is chosen over DEGRADED because Virtual SAN knows the disk is
not lost, but rather just removed. If the disk gets put back into the server before the
60-minute timeout, no harm is done and Virtual SAN syncs it back up. In this scenario,
Virtual SAN is back up with full redundancy without wasting resources on an
expensive rebuild.

12.7.1 Expected Behaviors

If the VM has a policy that includes NumberOfFailuresToTolerate=1 or greater, the
VM'’s objects will still be accessible from another ESXi host in the Virtual SAN
Cluster.

The disk state is marked as ABSENT and can be verified via vSphere web client Ul.

At this point, all in-flight I/O is halted while Virtual SAN reevaluates the
availability of the object (e.g. VM Home Namespace or VMDK) without the failed
component as part of the active set of components.

If Virtual SAN concludes that the object is still available (based on a full mirror
copy and greater than 50% of the components being available), all in-flight I/0 is
restarted.

The typical time from physical removal of the disk, Virtual SAN processing this
event, marking the component ABSENT halting and restoring 1/0 flow is
approximately 5-7 seconds.

If the same disk is placed back on the same host within 60 minutes, no new
components will be re-built.

If 60 minutes passes, and the original disk has not been reinserted in the host,
components on the removed disk will be built elsewhere in the cluster, if capacity
is available, including any newly inserted disks claimed by Virtual SAN.

If the VM Storage Policy has NumberOfFailuresToTolerate=0, the VMDK will be
inaccessible if one of the VMDK components (think one component of a stripe or
a full mirror) resides on the removed disk. To restore the VMDK, the same disk

has to be placed back in the ESXi host. There is no other option for recovering the
VMDK.
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12.8 SSD is Pulled Unexpectedly from ESXi Host

When a solid-state disk drive is pulled without decommissioning it, all the Virtual SAN
components residing in that disk group go ABSENT and are inaccessible. In other
words, if an SSD is removed, it will appear as a removal of the SSD as well as all
associated magnetic disks backing the SSD from a Virtual SAN perspective.

12.8.1 Expected Behaviors

If the VM has a policy that includes NumberOfFailuresToTolerate=1 or greater, the
VM'’s objects will still be accessible.

Disk group and the disks under the disk group states will be marked as ABSENT
and can be verified via the vSphere web client Ul

At this point, all in-flight I/0 is halted while Virtual SAN reevaluates the
availability of the objects without the failed component(s) as part of the active set
of components.

If Virtual SAN concludes that the object is still available (based on a full mirror
copy and greater than 50% of components being available), all in-flight [/0 is
restarted.

The typical time from physical removal of the disk, Virtual SAN processing this
event, marking the components ABSENT halting and restoring 1/O flow is
approximately 5-7 seconds.

When the same SSD is placed back on the same host within 60 minutes, no new
objects will be re-built.

When the timeout expires (default 60 minutes), components on the impacted
disk group will be rebuilt elsewhere in the cluster, if capacity is available.

If the VM Storage Policy has NumberOfFailuresToTolerate=0, the VMDK will be
inaccessible if one of the VMDK components (think one component of a stripe or
a full mirror) exists on disk group whom the pulled SSD belongs to. To restore
the VMDK, the same SSD has to be placed back in the ESXi host. There is no option
to recover the VMDK.
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12.9 What Happens When a Disk Fails?

If a disk drive has an unrecoverable error, Virtual SAN marks the disk as DEGRADED
as the failure is permanent.

12.9.1 Expected Behaviors

If the VM has a policy that includes NumberOfFailuresToTolerate=1 or greater, the
VM'’s objects will still be accessible.

The disk state is marked as DEGRADED and can be verified via vSphere web client
UL

At this point, all in-flight I/0 is halted while Virtual SAN reevaluates the
availability of the object without the failed component as part of the active set of
components.

If Virtual SAN concludes that the object is still available (based on a full mirror
copy and greater than 50% of components being available), all in-flight I/0 is
restarted.

The typical time from physical removal of the drive, Virtual SAN processing this
event, marking the component DEGRADED halting and restoring 1/0 flow is
approximately 5-7 seconds.

Virtual SAN now looks for any hosts and disks that can satisfy the object
requirements. This includes adequate free disk space and placement rules (e.g. 2
mirrors may not share the same host). If such resources are found, Virtual SAN
will create new components on there and start the recovery process immediately.
If the VM Storage Policy has NumberOfFailuresToTolerate=0, the VMDK will be
inaccessible if one of the VMDK components (think one component of a stripe)
exists on the pulled disk. This will require a restore of the VM from a known good
backup.
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12.10 What Happens When an SSD Fails?

An SSD failure follows a similar sequence of events to that of a disk failure with one
major difference; Virtual SAN will mark the entire disk group as DEGRADED. Virtual
SAN marks the SSD and all disks in the disk group as DEGRADED as the failure is
permanent (disk is offline, no longer visible, and others).

12.10.1 Expected Behaviors

If the VM has a policy that includes NumberOfFailuresToTolerate=1 or greater, the
VM'’s objects will still be accessible from another ESXi host in the Virtual SAN
Cluster.

Disk group and the disks under the disk group states will be marked as
DEGRADED and can be verified via the vSphere web client UL

At this point, all in-flight I/O is halted while Virtual SAN reevaluates the
availability of the objects without the failed component(s) as part of the active set
of components.

If Virtual SAN concludes that the object is still available (based on available full
mirror copy and witness), all in-flight /0 is restarted.

The typical time from physical removal of the drive, Virtual SAN processing this
event, marking the component DEGRADED halting and restoring 1/0 flow is
approximately 5-7 seconds.

Virtual SAN now looks for any hosts and disks that can satisfy the object
requirements. This includes adequate free SSD and disk space and placement
rules (e.g. 2 mirrors may not share the same hosts). If such resources are found,
Virtual SAN will create new components on there and start the recovery process
immediately.

If the VM Storage Policy has NumberOfFailuresToTolerate=0, the VMDK will be
inaccessible if one of the VMDK components (think one component of a stripe)
exists on disk group whom the pulled SSD belongs to. There is no option to
recover the VMDK. This may require a restore of the VM from a known good
backup.

Warning: Test one thing at a time during the following POC steps. Failure to resolve
the previous error before introducing the next error will introduce multiple failures
into Virtual SAN which it may not be equipped to deal with, based on the
NumberOfFailuresToTolerate setting, which is set to 1 by default.
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12.11 Virtual SAN Disk Fault Injection Script for POC

Failure Testing

When the Virtual SAN Health Check VIB is installed (installed by default in vSphere
6.0U1), a python script to help with POC disk failure testing is available on all ESXi
hosts. The script is called vsanDiskFaultInjection.pyc and can be found on the
ESXi hosts in the directory /usr/1lib/vmware/vsan/bin. To display the usage, run
the following command:

[root@cs—-ie-h01l:/usr/lib/vmware/Virtual SAN /bin]
python. /vsanDiskFaultInjection.pyc -h

Usage:
injectError.py -t -r error durationSecs -d deviceName
injectError.py -p -d deviceName
injectError.py -c -d deviceName
Options:
-h, --help show this help message and exit
-u Inject hot unplug
-t Inject transient error
-p Inject permanent error
-c Clear injected error
-r ERRORDURATION Transient error duration in seconds

-d DEVICENAME, --deviceName=DEVICENAME
[root@cs-ie-h0l:/usr/lib/vmware/vsan/bin]

Warning: This command should only be used in pre-production environments
during a POC. It should not be used in production environments. Using this command
to mark disks as failed can have a catastrophic effect on a Virtual SAN Cluster.

Readers should also note that this tool provides the ability to do “hot unplug” of drives,
which is similar to the testing that was done with the hpssacli command previously.
This is an alternative way of creating a similar type of condition. However, in this POC
guide, this script is only being used to inject permanent errors.

12.12 Pull Magnetic Disk/Capacity Tier SSD and Replace
before Timeout Expires

In this first example, we shall remove a disk from the host using the
vsanDiskFaultinjection.pyc python script rather than physically removing it from the
host.

It should be noted that the same tests can be run by simply removing the disk from the
host. If physical access to the host is convenient, literally pulling a disk would test exact

physical conditions as opposed to emulating it within software.

Also note that not all 1/0 controllers support hot unplugging drives. Check the Virtual
SAN Compatibility Guide to see if your controller model supports the hot unplug feature.
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We will then examine the effect this operation has on Virtual SAN, and virtual
machines running on Virtual SAN. We shall then replace the component before the
CLOMD timeout delay expires (default 60 minutes), which will mean that no
rebuilding activity will occur during this test.

Pick a host with a running VM.

vsanB-poc-test-vm 2

Guest OS: Microsoft Window s Server 2008 R2 (64-bit)
Compatibility : ESXi 6.0 and later ("M version 11)

“Wiie are Tools: Mot running, not installed

OMS Mame:

Host: cs-ie-hl2ieloca

Figure 12.14: Select host with running VM

Next, navigate to the VM’s Monitor tab > Policies, select a Hard Disk and then select
Physical Disk Placement tab in the lower half of the screen. Identify a Component
object. The column that we are most interested in is HDD Disk Name, as it contains
the NAA SCSI identifier of the disk. The objective is to remove one of these disks from
the host (other columns may be hidden by right clicking on them).

55 vsan6-poc-test-vm2 Actions =

Getting Started  Summary | Monitor | Manage Related Objects

Issues | Periormance | Policies | Tasks | Events | Utilization

[ a -
Name VM Storage Policy Compliance Status Last Checked

3 VM home Eﬁ Virtual SAN Default Storage Policy + Compliant 13/04/2015 13:.08

&5 Hard disk 1 Fﬁ Virtual SAN Default Storage Policy + Compliant 13/04/201513.08 -
H

2items |wp ~
Compliance Failures | Physical Disk Placement

vsanf-poc-test-vm2 - Hard disk 1 : Physical Disk Placement

— =

Q -
Type Component State  Host HDD Disk Name
~ RADA1
Compenent Active Q cs-ie-h04iel.. [ HP Serial Attached SCSI Disk (naa.600508b1001c846c000c3d9114ed7 103,
w:Cump-:mem i Active E cs-ie-h0tiel.. 4 HP Serial Attached SCSI Disk (naa.600508b1001c388c92e817e43fcc ?.:w
Witness B Active E cs-e-h02iel.. 4 HP Serial Attached SC3I Disk (naa.600508b1001c0cclba2alstbcfee2sbe)

Figure 12.15: Display disk identifiers

From figure 12.15, let us say that we wish to remove the disk containing the
component residing on host cs-ie-h01.ie.local. That component resides on physical
disk with an NAA ID string of naa.600508b1001c388c92e817e43fcd5237. Make a
note of your NAA ID string. Next, SSH into the host with the disk to pull. Inject a hot
unplug event using the vsanDiskFaultInjection.pyc python script:

[root@cs-ie-h0l:~] python /usr/lib/vmware/vsan/bin/vsanDiskFaultInjection.pyc -u
—-d naa.600508b1001c388c92e817e43£fcd5237

Injecting hot unplug on device vmhbal:CO0:T4:L0
vsish -e set /reliability/vmkstress/ScsiPathInjectError 0xl
vsish -e set /storage/scsifw/paths/vmhbal:C0:T4:L0/injectError 0x004C0400000002
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Let’s now check out the VM’s objects and components and as expected, the
component that resided on that disk in host cs-ie-h01 quickly shows up as absent.

(i, vsan6-poc-testvm2  Actions ~

i
|<

Getting Started  Summary | Monitor | Manage Related Objects

| Issues ‘ Performance ‘ Policies | Tasks ‘ Evenis | Utilization

¢ %

| Q Filter -
Name VM Storage Policy Compliance Status Last Chedked
£ VM home E‘B Wirtual SAMN Default Storage Policy + Compliant 13/04/2015 13:36
&5 Hard disk 1 E‘B Virtual SAN Default Storage Policy & Moncompliant 13/04/2015 13:36
f 2items [mp~
Compliance Failures | Physical Disk Placement
vsan6-poc-test-vm2 - Hard disk 1 : Physical Disk Placement
—= (q Filter -
Type Component State Host Flash Disk Name Flash Disk Uuid HDD Disk Name
+ RAD1
Component B Active E| cs-ie-h04.iel.. A HP Serial Attached SCSI Dis... | 52742cfb-d99d-cdc1-8ac4-1527... TR HP Serial Attach
Component [@ Absent Object not found 3 Objectnot found Object not found O Absent VAN Di:
Witness B Active Q cs-ie-h02.iel.. [ HP Serial Attached SCSI Dis...  521963f0-33f5-eaaf-d2e1-f7a21.. T4 HP Serial Attach

Figure 12.16: Disk Removed, Component Absent

To put the disk drive back in the host, one simply rescans the host for new disks.

Navigate to the host > Manage > Storage > Storage Devices and click the rescan
button.

Getting Started  Summary  Monitor ‘ Manage ‘ Related Objects

ISettimgs l Storage 1 Networking ‘Alarm Definitions ‘ Tags | Permissions]

ALl Storage Devices
Storage Adapters .,
- B B d B el @ © B | &A Atondy~ Q Filter -
Storage Devices %
Name Tvpe Capacity Operational S Hardware Acceler Drive Type Transport
Host Cache Configuration SEAGATE :escans all s‘Toraj: addatpters o;w th‘e host ;:7 UrE, HDD Block Ada... *
Protocol Endpoints iscover newly added storage devices and/or
SEAGATE \MFs volumes. Unknown HDD Block Ada... |..
Local USB Direct-Access (mpx....  disk 0.00B = Attached Not supported HDD Block Ada...
Local ATA Disk (naa.55cd2e40... disk 186.3... Aftached Not supported Flash Block Ada...
Local USB CD-ROM (mpx.vmhb... = cdrom Attached Not supported HDD Block Ada...
SEAGATE Serial Attached SCSI...  disk 558.9... Attached Unknown HDD Block Ada... |~
Device Details
J Properties | Paths
General *
Name SEAGATE Serial Attached SCSI Disk (naa.5000¢50071a911¢c3)
Identifier naa.5000c50071a911¢c3
Type disk
Location fvmfs/devices/disks/naa.5000¢5007 1a911¢3

Figure 12.17: Rescan storage adapters

Look at the list of storage devices for the NAA ID that was removed. If for some
reason, the disk doesn’t return after refreshing the screen, try rescanning the host

VMware Storage and Availability Business Unit Documentation / 1 O 5



again. If it still doesn’t appear, reboot the ESXi host. Once the NAA ID is back, clear
any hot unplug flags set previously with the -c option:

[root@cs-ie-h0l:~] python /usr/lib/vmware/vsan/bin/vsanDiskFaultInjection.pyc -c
-d naa.600508b1001c388c92e817e43£cd5237

Clearing errors on device vmhbal:C0:T4:L0

vsish -e set /storage/scsifw/paths/vmhbal:C0:T4:L0/injectError 0x00000

vsish -e set /reliability/vmkstress/ScsiPathInjectError 0x00000

12.13 Pull Magnetic Disk/Capacity Tier SSD and Do not
Replace before Timeout Expires

In this example, we shall remove the magnetic disk from the host, once again using
the vsanDiskFaultInjection.pyc script. However, this time we shall wait longer than
60 minutes before scanning the HBA for new disks. After 60 minutes, Virtual SAN
will rebuild the components on the missing disk elsewhere in cluster.

The same process as before can now be repeated. However this time we shall leave
the disk drive removed for more than 60 minutes and see the rebuild activity take
place. Begin by identifying the disk on which the component resides.

,_'fb vsanf-poc-test-vm2 Actions ~

Getting Starled Summary | Monitor | Manage Related Objects
ssues | Performance (Policies’| Tasks | Events | Utlization
K a -
VM Storage Policy Compliance Status
7 VM home Eﬁ Vifual S4M Default Storage Folicy + Compliant 130412015 13:42
&5 Hard disk 1 E; Virtual SAN Default Storage Policy + Compliant 13/04/2015 13:42
H 2items |[=p~

Compliance Failures | Physical Disk Placement
vsanG-poc-test-vm2 - Hard disk 1 : Physical Disk Placement

= Q ~
T c o St... Haost HDD Disk Name
Witness B Active Q cs-iz-h02.ielocal 3 HP Serial Aftached SCSI Disk (naa.60050801001c0cc0ba2a3BbtcfBe2abe)
v RADA1 )
"_)Cc"n:ment Active Q cs-ie-h01.ielocal 3 HP Serial Attached SCSI Disk (naa 60050801001¢d292e69df3a3291db0C1) \'
.Ccm:ment B Active D cs-ie-h04.elocal 3 HP Serial Attached SCSI Disk I'naa.E'J('f[@ﬂ('31CEJ'ECC'(IUCEL‘Q11~ie-“-71.’:3,‘.

Figure 12.18: Identify NAA id

[root@cs-ie-h01l:~] date
Mon Dec 14 13:36:02 UTC 2015
[root@cs-ie-h0l:~] python /usr/lib/vmware/vsan/bin/vsanDiskFaultInjection.pyc
-u -d naa.600508b1001c388c92e817e43fcd5237
Injecting hot unplug on device vmhbal:C0:T4:L0
vsish -e set /reliability/vmkstress/ScsiPathInjectError 0xl
vsish -e set /storage/scsifw/paths/vmhbal:C0:T4:L0/injectError 0x004C0400000002

At this point, we can once again see that the component has gone absent. After 60
minutes have elapsed, the component should now be rebuilt.
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i
|<

(i vsan6-poc-testvm2 | Actions =

Gefling Starled  Summary | Monitor | Manage Related Objects

Issues | Performance |'Policies’| Tasks | Evenis | Uillization

c % Q -
Nam VM Storage Policy Compliance Status Last Checked
7 VM home E?j Virtual SAN Default Storage Policy + Compliant 13/04/2015 14:37
&5 Hard disk 1 E’) Virtual SAN Default Storage Policy & Noncompliant 13/04/2015 14:37
i Zitems [=p~

Compliance Failures | Physical Disk Placement

vsanG-poc-test-vm2 - Hard disk 1 : Physical Disk Placement

E Q -
Type Component St... Host HDD Disk Name
~ RAID1
Component B Active @ cs-ie-hddielocal (3 HP Serial Atiached SCSI Disk (naa.60050801001c846c000c3d9114ed7103)
Component ﬁ Absent Object not found = AbsentWEAN Disk (VAN UUID:52fc6371-ect9-2b53-F31-028 2b423f)
Witness W Active @ cs-ie-hozielocal 3 HP Serial Alached SCSI Disk (naa.60050801001¢c0cc0ba2a3866cf82280e)

Figure 12.19: Component is absent

After the 60 minutes has elapsed, the component should be rebuilt on a different

disk in the cluster. That is what is observed. Note the component resides on a new
disk (NAA id is different).

(s vsan6-poc-testym2  Actons ¥ =7
Getting Statled  Summary | Monitor | Manage Related Objects
Issues | Performance [Policies’| Tasks | Events | Ulilization
c % Q -
[l VM Storage Policy Complisnce Status Last Chacked
£ VM home EE Virtual SAN Default Storage Policy + Compliant 13/04/2015 14:51
@ Hard disk 1 Dy Virual SAN Default Storage Policy + Compliant 13/04/2015 14:51
i 2items [~
Compliance Failures | Physical Disk Placement
vsan6-poc-test-vm2 - Hard disk 1 : Physical Disk Placement
T E Q -
Type Component St.. Hast HDD Disk Name
~ RAID1
Component B Active B cs-ie-h04.ielocal 3 HP Serial Attached SCSI Disk (naa.600508b1001c846c000c3d9114ed71b3)
Component W Active Q cs-ie-h02ie.local &= HP Serial Atached SCSI Disk (naa.60050801001cb223 144f59)
Witness B Active D cs-ie-h03.ie local & HP Serial Attached SCSI Disk (naa.600508b1001cb1113292fe743a0fd2e7)

Figure 12.20: Component is rebuilt
The removed disk can now be re-added by scanning the HBA:

Navigate to the host > Manage > Storage > Storage Devices and click the rescan
button. See Figure 12.18 above for a screenshot.

Look at the list of storage devices for the NAA ID that was removed. If for some
reason, the disk doesn’t return after refreshing the screen, try rescanning the host
again. Ifit still doesn’t appear, reboot the ESXi host. Once the NAA ID is back, clear
any hot unplug flags set previously with the —c option:

[root@cs-ie-h0l:~] python /usr/lib/vmware/vsan/bin/vsanDiskFaultInjection.pyc -c
—-d naa.600508b1001c388c92e817e43£fcd5237

Clearing errors on device vmhbal:C0:T4:L0

vsish -e set /storage/scsifw/paths/vmhbal:C0:T4:L0/injectError 0x00000

vsish -e set /reliability/vmkstress/ScsiPathInjectError 0x00000
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That completes this part of the POC.

12.14 Pull Cache Tier SSD and Do Not Reinsert/Replace

For the purposes of this test, we shall remove an SSD from one of the disk groups in
the cluster. Navigate to the cluster > Manage > Settings > Virtual SAN > Disk
Management. Select a disk group from the top window and identify its SSD in the
bottom window. If All-Flash, make sure it’s the Flash device in the “Cache” Disk Role.
Make a note of the SSD’s NAA ID string.

il
4

[ e1  Actions =

Getting Started  Summary  Monitor | Manage | Related Objects

| Settings | Scheduled Tasks | Alarm Definitions | Tags | Permissions ‘

44 Disk Groups
- Services - ) p— =
vSphere DRS 4% = = e 2 .
Disk Group Disks in Use State Vi
vSphere HA - @ w2-stsds-139.eng.vmware.com 30f7 Connected H
Sg\ituali=An &= Disk group (020000000055¢ci2e404bG6ce5494e54454020) 3 Mounted H
General ~ [ w2-stsds-140.eng.vmware com 3of7 Connected H
E Disk group (020000000055¢cd2e404b5b7fa0494e54454¢20) 3 Mounted H,
Fault Domains « i "
Health ) gitems (=~

+ Configuration ) .
Disk group (020000000055cd2e404b66fcc5494e54454c20): Disks

General

Licensing G|l&Z|@ o = | ZAlAdtons » show: [T

VMware EVC Name Drive Type Disk Role Capacity
VM/Host Groups ‘ Local ATA Disk (naa.55¢cd2e404b66fcc5) ’ Flash Cache 186.31 GB
VM/Host Rules = SEAGATE Serial Attached SCS| Disk (naa.5000c50071a912f3) HDD Capacity 558.91 GB
VM Overrides = SEAGATE Serial Attached SCSI| Disk (naa.5000c50071a9151h) HDD Capacity 558.91 GB
Host Options < = .
Profiles 4 3items [=b~

Figure 12.21: Locate a caching-tier SSD

In the above screenshot, we have located an SSD on host w2-stsds-139 with an NAA
ID string of naa.55cd2e404b66fcc5. Next, SSH into the host with the SSD to pull. Inject
a hot unplug event using the vsanDiskFaultInjection.pyc python script:

[root@w2-stsds-139:~] python /usr/lib/vmware/vsan/bin/vsanDiskFaultInjection.pyc
-u -d naa.55cd2e404b66fcch

Injecting hot unplug on device vmhbal:C0:T4:L0

vsish -e set /reliability/vmkstress/ScsiPathInjectError 0Oxl

vsish -e set /storage/scsifw/paths/vmhbal:C0:T4:L0/injectError 0x004C0400000002

Now we observe the impact that losing an SSD (flash device) has on the whole disk
group.

VMware Storage and Availability Business Unit Documentation / 1 O 8



[ c1 | Actions -

il
4

Getting Started  Summary  Monitor ‘ Manage ‘ Related Objects

{Set‘tings ‘ Scheduled Tasks | Alarm Definitions | Tags ‘ Permissions ]

AL} Disk Groups

a gla —Ed (q Fiter -

w Services

vSphere DRS

Disk Group Disks in Use = State irtual SAN H
SpheiElHA - g w2-stsds-138.eng.vmware.com 30of 7 Connected | Unhealthy
¥ Virtual SAN k%) Disk group (527f728d-7af8-870f-607b-9a7d3f23a86) 3 Mounted | Unhealthy
General - @ w2-stsds-140.eng.vmware.com 30f7 Connected ~ Healthy
g Disk group (020000000055¢cd2e404b5b7fa0494e54454¢20) 3 Mounted Healthy -
Fault Domains . & :
Health M gitems [~

« Configuration ) )
Disk group (5271728d-7af8-870f-607b-9a7d3ff23a86): Disks

General

Licensing S /& @ o0 & | @anactons - Show: | Inuse (3) .
VMware EVC Name Drive Type Disk Role Capacity
VM/Host Groups [ 5] ‘Absent VSAN Disk (VSAN UUID:527f728d-7af8-8701-607b-9a7d3ff...  Flash Cache 0.00B
VM/Host Rules [l SEAGATE Serial Attached SCSI Disk (naa.5000c50071a912f3) HDD Capacity 558.91 GB
VM Overrides [l SEAGATE Serial Attached SCSI Disk (naa.5000c¢50071a9151b) HDD Capacity 558.91 GB
Host Options < = .
Profiles Tt — D'

i:igure 12.22: Absent cache tier SSD = Unhealthy Disk Group

And finally, let’s look at the components belonging to the virtual machine. This time,
any components that were residing on that disk group are absent.

(i vsan6.poc-testym2  Actions v

il
L

Getling Started  Summary | Monitor ‘ Manage Related Objects

Issues ‘ Performance | Policies | Tasks | Events | Utlization

¢ @ a rite -
MName VM Storage Policy Compliance Status Last Checked

[ VM home EE Virtual SAN Default Storage Policy €@ Noncompliant 13/04/2015 15:04

&5 Hard disk 1 £} Virtual SAN Default Storage Policy + Compliant 13/04/2015 15:.04

H 2items [~

Compliance Fallures | Physical Disk Placement
vsan-poc-test-vm2 - VM home : Physical Disk Placement

E] Q Filler -
Type Component St... | Hest HDD Disk Name
Witness B Active ) cs-ie-hod.elocal {3 HP Serial Atached SCSI Disk (naa.60050851001¢258 1811020885 e40dab)
~ RADA1
Component B Active @ cs-ie-ho2ie local {33 HP Serial Attached SCSI Disk (naa.60050801001c0ccOba2a3866ciBa2abe)
Component Absent Object notfound 3 HP Serial Atached SCSI Disk (n2a.600508b1001cf23cc9b38261ddc7509)

Figure 12.23: SSD removed — all components absent

To show that this impacts all VMs, here is another VM that had a component on local
storage on host cs-ie-h01.ie.local.
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(5 vsanB-poc-testvm-3  Actions ~
Geting Started  Summary | Monitor | Manage  Related Objects

Issues | Performance |Policies’| Tasks | Evenis | Utlization

C %

ame VM Storage Policy
E3 VM home ES stipewidth=2
&3 Hard disk 1 R Stripewidth=2
M

Compliance Failures | Physical Disk Placement
vsan6-poc-test-vm-3 - Hard disk 1 : Physical Disk Placement

Compliance Status L

© Noncompliant 130472015 15:04
© Noncompliant 130412015 15:04

Type Ca DD Disk Name
~ RAD1
~ RAIDO
Component | [ Active @ ce-e-hozielocal {33 HP Serial Attached SC3I Disk (naa.60050851001¢26723d39534ac6beb02d)
Component W Active ﬂ cs-ie-ho2.ie.local 3 HP Serial Aftached SCSI Disk (naa.60050801001c0cc0ba2al3stbefde2Bbe)
~ RAIDO
Component | [ Active f cs-ie-hodielocal {3 HP Serial Atached SCSI Disk (naa.60050801001¢2581810a088fBe40dab)
Component [@ Absent Object notfound

3 HP Serial Attached SCSI Disk (naa.60050801001cf23cc9b38261ddc75109

Figure 12.24: SSD removed — all components absent

2items [3

If you search all your VMs, you will see that each VM that had a component on the disk

group on cs-ie-h07 now has absent components. This is expected since an SSD failure

impacts the whole of the disk group.

After 60 minutes have elapsed, new components should be rebuilt in place of the
absent components. If you manage to refresh at the correct moment, you should be
able to observe the additional components synchronizing with the existing data.

il c1 | Actions =

Getting Started  Summary { Monitor w Manage Related Objects

I Issues ‘ Performance ‘ Profile Compliance ‘ Tasks ‘ Events | Resource Reservation | vSphere DRS | Utilization I\Jirtual SAN]

AL} Resyncing Components

Physical Disks

Resyncing compenents view displays the status of virtual machine objects that are currently being resynchronized in the

Virtual Disks Virtual SAN cluster. Monitoring object resynchrenization is not available for clusters containing only hosts with version

earlier than ESXi 6.0
Resyncing Components
Health e
Proactive Tests Resyncing components

Bytes left to resync

ETA to compliance

Name
-~ ({1 NFS04
- 5 Hard disk 1
Component
~ 1 NFS01
+ 5 Hard disk 1

Component
4

5
8.11GB

0 second

VM Storage Policy Host

Ef Virtual SAN Default...

[ wo-stsds-138.eng.v.

Ef Virtual SAN Default...

[ wa-stsds-137.eng.v...

Figure 12.25: New components resynchronizing after clomd timeout expires

Q Filter -
Bytes Left to Resync -
1.62 GB
1.62 GB
1.62GB
1.62 GB
1.62GB

1.62 GB v
»

15items [=b~
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To complete this POC, re-add the SSD logical device back to the host by rescanning

the HBA:

Navigate to the host > Manage > Storage > Storage Devices and click the rescan

button. See Figure 12.18 above for a screenshot.

Look at the list of storage devices for the NAA ID of the SSD that was removed. If for
some reason, the SSD doesn’t return after refreshing the screen, try rescanning the
host again. Ifit still doesn’t appear, reboot the ESXi host. Once the NAA ID is back,

clear any hot unplug flags set previously with the -c option:

[root@cs-ie-h0l:~] python /usr/lib/vmware/vsan/bin/vsanDiskFaultInjection.pyc

-d naa.55cd2e404b66fcc5
Clearing errors on device vmhbal:C0:T4:L0

vsish -e set /storage/scsifw/paths/vmhbal:C0:T4:L0/injectError 0x00000
vsish -e set /reliability/vmkstress/ScsiPathInjectError 0x00000

[J VSANG-Cluster  Actions =

Getting Started  Summary  Monitor | Manage | Related Objects

Setings | Scheduled Tasks | Alarm Definitions | Tags | Permissions
“ Disk Groups
« Services

vSphera DRS Disks in Use State

Sptiece LA ~ @ cs-ie-hodieloca 3017 Connected
w Virtual SAN B8 Disk group (020008000060050801001c9c8b56f0d7a2be... 3

General v [@ cs-ie-n0tieloca 307 Connected

Disk Management &5 Disk group (020007000060050851001cb683Me292529e.. 3

Fault Domains v [§ cs-ie-h02ielocal 3of7 Connected

Health {8 Disk group (020008000060050851001¢64676c8cab56e8

~ [@ cs-ie

ocal 3of7
8 Disk group (020008000060050801001c29d8145d6cc192.. 3

~ Configuration Connected
General

Licensing

Vhware EVC

VM/Host Groups

VMHost Rules M
Vi ez Disk group (0200070000600508b1001cb683ff0e20252f3e6dcc4cf47494341): Disks
Host Options

Profiles
Name Drive Type

2 HP Serial Attached SCSI Disk (naa.5005 HDD 186.28 GB
3 HP Serial Attached SCSI Disk (naa.6i HDD 13670 GB
& HP Serial Aftached SCSI Disk (naa.6 100 8261.. HDD 136.70 GB

Healthy
Healthy
Healthy

Figure 12.26: Verify that the disk group is back in a health state

Haalthy

Healthy
Health

Heaithy
Healthy
Healthy
Heatthy
Healthy

il
i

Q -
etwork Part Form
Group 1

2
Group 1

2
Group 1
Group 1

2

gitems [+
Show: | Inuse (3}

lounied

WMounted

Wounted

Black Adapter

Warning: If you delete an SSD drive that was marked as an SSD, and a logical RAID 0
device was rebuilt as part of this test, you may have to mark the drive as an SSD

once more.

12.15 Checking Rebuild/Resync Status

Virtual SAN 6.0 displays details on resyncing components. Navigate to Monitor tab >

Virtual SAN > Resyncing Components.
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[J vsaN6.Cluster | Actions +

il
"

Gefting Started  Summary | Monitor | Manage Related Objects

Issues | Profile Compliance | Performance | Tasks | Events | Resource Reservaiion [Miriual SAN'| vSphere DRS | vSphere HA | Utilizafion

“ Resyncing Components
Health Resyncing components view displays the status of vitual machine objects that are currently being resynchronized in the Virtual SAN cluster. Monitoring object resynchronization
Proactive Tests is not available for clusters containing only hosts with version earlierthan ESXi 6.0
Physical Disks [}
Virtual Disks

Resyncing components

e Bytes left to resync

ETAto compliance

VM Storage Policy Hos Bytes Left to Resync

This listis empty

Figure 12.27: Resyncing Components

To check the status of component resync/rebuild on a Virtual SAN Cluster using RVC
commands, the following command will display useful information:

= vsan.resync_dashboard

When resynchronization is complete, this command will report “0 bytes to sync”.
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12.16 Injecting a Disk Error

The first step is to select a host, and the select a disk that is part of a disk group on
that host. The -d DEVICENAME argument requires the SCSI identifier of the disk,

typically the NAA id. You might also wish to verify that this disk does indeed contain
VM components. This can be done by selecting a VM, then selecting the Monitor >
Policies > Physical Disk Placement tab.
cs-ie-03, and has an NAA id of 60050801001c1a7£310269ccd51a4e83:

EJ vsans-Cluster

Getting Started

Summary Monitor

Manage = Related Objects

|'Settings | Scheduled Tasks | Alarm Definiions | Tags | Permissions

«

w Services
vSphere DRS
vSphere HA

w Virtual SAN

General

Disk Management

Fault Domains
Health

w Configuration
General
Licensing
VMwrare EVC
VM/Host Groups
VM/Host Rules
VM Overrides
Host Options

Profiles

Disk Groups
d s a —=c
v @ cs-ie-h03.ie.local 40of7 Connected
£=1 Disk group (020008000060050801001c0c8056f0d7a2be.. 4
v [J cs-le-h0t.ielocal 3017 Connected
£ Disk group (0200070000600508b1001cb683ff0e29252f0%e 3
v [§ cs-ie-h02ie.local 3017 Connected
g5 Disk group (0200080000600508b1001c62313d3c49adBe 3
v [ cs-ie-h04.ielocal 30f7 Connected
&= Disk group (0200080000600508b1001c29d8145d6cc192.. 3
]
Disk group (0200080000600508b1001c9c8b51610d7a2be444334c4147494341): Disks
\ame Drive Type Capacity
& HP Serial Attached SCSI Disk (naa.60050851001c9c8b5f6f0d73 Flash 186.28 GB
{3 HP Serial Attached SCSI Disk (naa.60050801001ceefc4213ceb9. HDD 136.70 GB
&3 HP Serial Attached SCSI Disk (naa.60050801001¢1a7f310269¢cc HDD 126,70 GB
3 HP Serial Attached SCSI Disk (naa.60050801001c9093053e6dc.. HDD 136.70 GB

Figure 12.28: Healthy Disk Group

The error can only be injected from the command line of the ESXi host. To display

Healthy
Healthy
Healthy
Healthy

Virtusl SAN

Healthy
Healthy
Healthy
Healthy
Healthy
Healthy
Healthy
Healthy

Health Stat

al

Mounted
Mounted
Mounted

Mounted

(%)

(8]

N}

gitems =~

In use (4) Y.

Transport Type

Block Adapier

Block Adapter

Block Adapter

the NAA ids of the disks on the ESXi host, you will need to SSH to the ESXi host, login
as the root user, and run the following command:

[root@cs-ie-h03:/usr/lib/vmware/vsan/bin] esxcli storage core device list| grep

“naa

naa.
naa.
naa.
naa
naa.
naa.
naa.
naa.

600508b1001ceefcd4213ceb9b51cdbed
600508b1001cd259ab7ef213c87eaad’
600508b1001c9c8b5f6f0d7a2bed4433
.600508b1001c2b7a3d39534ac6beb92d
600508b1001cb11£f3292fe743a0fd2e7
600508b1001cla7£310269ccd51ade83
600508b1001c9b93053e6dc3ea9bflef
60050801001c626dcb42716218d73319

VMware Storage and Availability Business Unit Documentation / 1 1 3



Once a disk has been identified, and has been verified to be part of a disk group, and
that the disk contains some virtual machine components, we can go ahead and inject
the error as follows:

[root@cs-ie-h03:/usr/lib/vmware/vsan/bin] python vsanDiskFaultInjection.pyc -p
-d naa.600508b1001cla7£310269ccd51a4e83

Injecting permanent error on device vmhbal:C0:T0:L4

vsish -e set /reliability/vmkstress/ScsiPathInjectError 0x1

vsish -e set /storage/scsifw/paths/vmhbal:C0:T0:L4/injectError
0x03110300000002

[root@cs-1e-h03:/usr/lib/vmware/vsan/bin]

Before too long, the disk should display an error and the disk group should enter an
unhealthy state.

[J vsaNB-Cluster = Actions +

Gefting Started  Summary  Monitor | Manage | Related Objects

Sefings | Scheduled Tasks | Aarm Definifions | Tags | Permissions

“ Disk Groups
w Services
vSphere DRS

vSphere HA

sk Group Disks in Use State Virtual SAN Network Parti.. Disk Fo

* B cs-ie-n03.ie local 40f7 Connected Unhealthy  Group 1
AR RN &5 Disk group (0200080000600508b1001c0c805Mf0dTazbe... 4 Unhealthy 2
General ~ [ cslehotielocal 3007 Connecled Healthy Group 1
g8 Disk group (020007000060050801001c0683ff0e29252fe.. 3 Healthy
Fault Domains ~ [@ cs-le-ho2ielocal Jof7 Connected Healthy Group 1
Health g8 Disk group (020008000080050851001c62313d3c49adBe 3 Healthy
+ Configuration + [ ce-ie-h0die local 30f7 Connected Healthy Group 1
General g8 Disk group (0200080000800508b1001c29d8145dGcc192.. 3 Healthy 2
Licensing <
VMware EVC " sitems (B~
VMHost Groups
VMiHost Rules Disk group (020008000060050811001c9¢8bSI6I0d7 a2be444334c4147494341): Disks
VM Overrides e ol Show: | In use (4) -
Host Options Name Orive Type  Capacin Vinusl SAN Health Status Operaticnal
Profiles B HP Serial Attached SCSI Disk (naa 8005085 1001c9c8b5f6f0d7a Flash 18628 GB Healthy Mounted
(3 HP Serial Attached SCSI Disk (naa 600508b1001ceefc4213ceb HDD 136.70 GB Healthy Mounted Block Adapter
[#:) HP Serial Attached SCSI Disk (naa.600508b1001¢c1a7{310269¢cc... HDD 136.70 GB Permanent disk loss Mounted Block Adapter
&3 HP Serial Attached SCSI Disk (naa.600508b1001c9093053e6dc..  HDD 136.70 GB Healthy Mounied Block Adapter

Figure 12.29: Unhealthy Disk Group

Notice that the disk group is in an Unhealthy state and the status of the disk is
“Permanent disk loss”. This should place any components on the disk into a degraded
state (which can be observed via the VM’s Physical Disk Placement tab, and initiate
an immediate rebuild of components. Navigating to Cluster > Monitor > Virtual SAN
> Resyncing Components should reveal the components resyncing.
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[J vsAN6-Cluster  Actions v

Getting Started Summary | Monitor | Manage Related Objects

Issues | Profile Compliance | Performance | Health | Tasks | Events | Resource Reservation [Mirtual SAN'| vSphere DRS | vSphere HA | Utilization
“« Resyncing Components
Health Resyncing components view displays the status of virtual machin s that are currently being resynchronized in the Virtual SAN cluster. Monitoring object
Proactive Tests resynchronization is not available for clusters containing only host: ersion earlier than ESXi 6.0
Physical Disks c
Virtual Disks

Resyncing components 4

RevmCEI Componants Bytes left to resync 2977 GB

ETAto compliance 11 minutes
T E Q =
Storage Policy Host Bytes Left to Resync ETA
~ (1 vRealize Operations Man. - - 17.79GB 11 minutes
~ @5 Hard disk 2 {5 Virtual SAN Default - 17.79 GB 11 minutes
Component Q cs-ie-h04.ie local 17.79 GB 11 minutes
~ 31 wak12-iometer-1 - - 979.00 MB 0 second
v @1 Hard disk3 G_-’v Virtual SAN Default - 979.00 MB 0 second
Component — @ cs-ie-ho2ie.local 979.00 MB 0 second
~ (@ Nexenta 10 Engine Image - - 3.36GB 0 second
~ @5 Hard disk 1 @ Virtual SAN Default - 3.36GB 0 second
Component - [ cs-e-hodielocal 3.36GB 0 second
~ [J win2k12-vsan 5 minutes
~ &3 Hard disk 1 EF Virtual SAN Default 5 minutes
Component - @ cs-ie-hodielocal 5 minutes

Figure 12.30: Resyncing components after disk failure
12.16.2 Clear a Permanent Error

At this point, we can clear the error. We use the same script that was used to inject
the error, but this time we provide a —c (clear) option:

[root@cs-ie-h03:/usr/lib/vmware/vsan/bin] python vsanDiskFaultInjection.pyc -c
-d naa.600508b1001cla7£310269ccd51a4e83

Clearing errors on device vmhbal:C0:T0:L4

vsish -e set /storage/scsifw/paths/vmhbal:C0:T0:L4/injectError 0x00000
vsish -e set /reliability/vmkstress/ScsiPathInjectError 0x00000
[root@cs-1e-h03:/usr/lib/vmware/vsan/bin]

Note however that since the disk failed, it will have to be removed, and re-added from

the disk group. This is very simple to do. Simply select the disk in the disk group, and
remove it by clicking on the icon highlighted below.

Disk group (0200080000600508b1001c9cBb516T10dTaZbed44334c4147494341): Disks

o_-'. @ O IZ= Show: | Inuse (4) T

Name

Drive Type Capaeity Virtual SAN Heslth Status  Operational Transport Type
@ HF Serial Attached SCS1 Disk (naa 60050801001c8cBb5fEi0dTa Flash 186.28 GB Healthy Mountad Block Adapter
3 HP Serial Attached SCSI Disk (naa 60050801001 ceefc4213cend..  HDD 136.70 GB Healthy Mounted Block Adapter
g HP Serial Attached SCSI Disk (naa 60050851001c1a7f310269¢cc..  HDD 136.70 GB Permanent disk fa.. Mountad Block Adaptar
&3 HP Serial Attached SCSI Disk (naa.60050801001c0093053e6dc..  HDD 136.70 GB Healthy Mounted Block Adapter
i

4items |~

Figure 12.31: Remove disk from disk group

This will display a pop-up window regarding which action to take regarding the
components on the disk. You can choose to migrate the components or not. By default
it is shown as “Evacuate Data”, shown here.
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-

Remove Disk

Disk "HPF Serial Atached SCSI Disk
(naa.G0050801001¢1a7310269ccd51a4e83) is aboul to be
removed from the disk group
02000280000600508b1001c8cBb5MBI0d7a2bed44334c4i474943
417,

[...

Unless the data on the disk(s) is evacuated first, removing the
disk(s) might disrupt working YMs.

¥ Evacuate data (110.41 GB) @
Remove disk?

Yes Mo

Figure 12.32: Data is evacuated by default, but can be unchecked in this test
For the purposes of this POC, you can uncheck this option as you are adding the disk

back in the next step. When the disk has been removed and re-added, the disk group
will return to a healthy state. That completes the disk failure test.
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12.17 When Might a Rebuild of Components Not Occur?

There are a couple of reasons why a rebuild of components might not occur.

12.17.1 Lack of Resources

Verify that there are enough resources to rebuild components before testing with
the following RVC command:

e vsan.whatif host_failures

Of course, if you are testing with a 3-node cluster, and you introduce a host failure,
there will be no rebuilding of objects. Once again, if you have the resources to create
a 4-node cluster, then this is a more desirable configuration for evaluation Virtual
SAN.

12.17.2 Underlying Failures

Another cause of a rebuild not occurring is due to an underlying failure already
present in the cluster. Verify there are none before testing with the following RVC
command:

¢ vsan.hosts_info
e vsan.check_state
e vsan.disks_stats

If these commands reveal underlying issues (ABSENT or DEGRADED components for
example), rectify these first or you risk inducing multiple failures in the cluster,
resulting in inaccessible virtual machines.
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13. Virtual SAN Management

In this section, we shall look at a number of management tasks, such as the behavior
when placing a host into maintenance mode, and the evacuation of a disk and a disk

group from a host. We will also look at how to turn on and off the identifying LEDs
on a disk drive.

13.1 Put a Host into Maintenance Mode

There are a number of options available when placing a host into maintenance
mode. The first step is to identify a host that has a running VM, as well as
components belonging to virtual machine objects.

Select the Summary tab of the virtual machine to verify which host it is running on.

{5 vsan6-poc-testym2 | Actions -
Getting Started | Summary | Monitor Manage Related Objects

vaang-poc-test-vin 2
Guest O5: hicrosoft Window s Server 2008 R2 (64-bit)
Compatibility ; ES¥i 6.0 and later ("M version 11)
kb are Tools: kol running, not installed
DS Name

Paddresses: =

Host | cs-ie-h02.ielocal :|

B \_ Y,
£ |

Download Remote Console @ @t

Figure 13.1: VM Summary tab

Launch Remaote Console

Then select the Monitor tab > Policies > Physical Disk Placement and verify that there
are components also residing on the same host.

(ip vsan6-poc-testvm2 | Actions ~

il
.

Gefting Started Summary | Monitor | Manage Related Objects

Issues | Performance Policies’| Tasks | Evenis | Utilizabon

(- Q -
Namae M Storage Policy chad

£ VM home {ﬁ firftual SAN Default Storage Policy + Compliant 14/04/2015 02:29

£ Hard disk 1 [_TL" Virtual SAN Default Storage Policy + Compliant 14/04/2015 02:29

]

2Zitems |~
Compliance Failures | Physical Disk Placement

vsan.poc-test.vm2 . Hard disk 1 : Physical Disk Placement

b—

Q -

Type H Di Di DD Di

+ RAID1
Component @ Active J el. & HP Serial Atached SCSI Dis. 3 HP Serial Aftached £ 52c448d
Component @ Active [ @ s | HP Serial Atached SCSI Dis (2 HP Serial Afta 52:
Witness @ Active Q Csie-n03iel 38 HP Serial Atached SCSI Dis. 52adacal A HP Serial Atached SC3I Dis 527aade

Figure 13.2: Physical Disk Placement
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From the screenshots shown here, we can see that the VM selected is running on host
cs-ie-h02 and also has components residing on that host. This is the host that we shall
place into maintenance mode.

Right click on the host, select Maintenance Mode from the dropdown menu, then
select the option “Enter Maintenance Mode” as shown here.

H Egy rrvrrveent

| [ Actions - cs-ie-n02jeocal [ 6 Virtual

B 1ML o
Mew Virtual Machine LN
Mew vApp 3

1 E .

i ¥ Deploy OVF Template... sical Disk Placement |

i Connection » 5k 1 : Physical Disk Placement
Maintenance Mode B Enter Maintenance Mode )
Fower ¥

Figure 13.3: Enter Maintenance Mode

There are three options displays when maintenance mode is selected; (i) Ensure
accessibility, (ii) Full data migration and (iii) No data migration.

r ~

[J confirm Maintenance Mode

Ahostin maintenance mode does not perform any activities on vidual machines,
including vitual machine provisioning. The host configuration is still enabled. The
Enter Maintenance Mode 1ask does not complele until the abaove slate is
completed. You might need to either power off or migrate the vinual machines
from the host manually. You can cancel the Enter Maintenance Mode task at any
time

_’g}. There are hosts in a Virtual SAMN cluster. Once the hosis are removed from the
cluster, they will not have access to the Virtual SAN datastore and the state of
anyvirtual machines on that datastore.

¥ Mave powered-off and suspended virtual machines to other hasts in the
cluster

Virtual SAN data might reside on the hosts In a Vinual SAN cluster. Select an
option to setthe migration mechanism forthe Virtual SAN data that will be
enforced before the hosts enter maintenance mode.

Virual SAN data migration: |' Ensure accessibility | * | O

. i Ensure accessibility
Put the selected hosts in maintenancs

Full data migration

Mo data migration

i:igure 13.4: Maintenance Mode options
In this first part of the maintenance mode testing, we shall select the option “Ensure

accessibility”. This means that although components may go missing, the VMs shall
remain accessible.
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When this option is chosen, a popup is displayed regarding migrating running virtual
machines. Since this is a fully automated DRS cluster, the virtual machines should be
automatically migrated.

Warning

The following hosts are in a DRS duster; cs-<ie-h02.ie local
One or more vitual machines might need to be migrated to

L= % another hostin the cluster, or powered off, befare the
requested aperation can proceed.

Figure 13.5: Migration warning

After the host has entered maintenance mode, we can now examine the state of the
components that were on the local storage of this host. What you should observe is
that these components are now in an “Absent” state. However the VM remains

accessible as we chose the option “Ensure Accessibility” when entering Maintenance
Mode.

(i vsan6-poc-testym2  Actions v

Getting Started  Summary | Monitor | Manage Related Objects

Issues | Performance [Policies’| Tasks | Events | Utilization

c % Q Filt M
Name VM Storaga Policy Compliance Status Last Chacked
2 VM home EE- Virtual SAM Default Storage Policy + Compliant 1410472015 08:41
&4 Hard disk 1 [3 Virtual SAN Default Storage Palicy + Compliant 14/04/2015 08:41
M 2items [~
Compliance Failures | Physical Disk Placement
vsan6-poc-test-vm2 - Hard disk 1 : Physical Disk Placement
o= Q Filte -
Type Gomponent State Host Flash Disk Name Flash Disk Uuid HDD Disk Name HDD Disk
Witness W Active [ cs-ie-h03iel.. 4 HP Serial Aftached SCSIDis.. 52adacab-f622-6025-beed-745.. [ HP Serial Aftached SCSIDis..  52T7aade
~ RAD1
Component [@ Absent D cs-ie-h2ie | 3 HP Serial Attached SCSI Dis.. 521963f0-33f5-eaaf-d2e1-fTaZ1... 4 HP Serial Attached SCSI Dis. 52edaed
Compaonent @ Active E cs-ie-h04.ie | & HP Serial Attached SCSI Dis. 52742cfb-d99d-cdc1-8acd-1527 . 4 HP Serial Atached SCSI Dis 52c448d

Figure 13.6: Components are Absent during Maintenance Mode

The host can now be taken out of maintenance mode. Simply right click on the host as
before, select Maintenance Mode and then Exit Maintenance Mode.

| P —
| E Aclions - cs-ie-hl2.ie.local (maintenance mode) | % Virtual &
| Mew Virtual Machine k.

Mew vapp k

cal Disk PI t
| ¥@ Deploy OVF Template.. i 3k Flatemean
) k 1 : Physical Disk Placement

| Connection b ¥

Maintenance Mods 3

Figure 13.7: Exit Maintenance Mode

VMware Storage and Availability Business Unit Documentation / 1 2 O



After exiting Maintenance Mode, the “Absent” component becomes Active once more.
This is assuming that the host exited maintenance mode before the
vsan.ClomdRepairDelay expires (default 60 minutes).

{3 vsanb-poc-testvm2 | Actions ~

il
L

Getting Started  Summary | Monitor | Manage Related Objects

Issues | Performance ['Policies’| Tasks | Events | Utilization

¢ %

Q -
Nam VI Storage Policy Complianca Status Last Chacked
3 VM home ES Vvirual SAN Default Storage Policy + Compliant 14/04/2015 08:41
5 Hard disk 1 E‘j Virtual SAN Default Storage Policy + Compliant 14/04/2015 08:41
M 2items [+
Compliance Failures | Physical Disk Placement
vsan6.-poc-test.vm2 - Hard disk 1 : Physical Disk Placement
== Q -
Type Component State Heost Flash Disk Name HDD D D0 Disl
~ RAID1
Component B Active Q cs-ie-h04d.iel &3 HP Serial Attached SCSI Dis. 99d-cdc1-8acd-1527.. 3 HP Serial Atached SCSI Dis. 52cd48d
Component B Active D cs-ie-h02.iel 2 HP Senial Attached SCSI Dis -eaaf-d2e1-7a21.. [ HP Serial Atached SCSI Dis.
Witness @ Active B cs-ie-h03.el.. 3 HP Serial Atached SCSI Dis... 5 1622-6025-bee3-746... 3 HP Serial Atached SCSI Dis.. 527aade

Figure 13.8: Component is Active once more

We shall now place the host into maintenance mode once more, but this time instead
of “Ensure Accessibility”, we shall choose “Full data migration”. This means that
although components on the host in maintenance mode will no longer be available,

those components will be rebuilt elsewhere in the cluster, implying that there is full
availability of the virtual machine objects.

Note: This is only possible when NumberOfFailuresToTolerate = 1 and there are 4 or
more hosts in the cluster. It is not possible with 3 hosts and
NumberOfFailuresToTolerate = 1, as another host needs to be available to rebuild the
components. This is true for higher values of NumberOfFailuresToTolerate also.

[J confirm Maintenance Mode

& hostin maintenance mode does not perform any activities on virlual machines,
including virtual machine provisioning. The host configuration is still enabled. The
Enter Maintenance Mode task does not complele until the above slate is
completed. You might need to either power off or migrate the virtlual machines
from the host manually. You can cancel the Enter Maintenance KMode task at any
time

_l; There are hosts in a Virtual SAN cluster. Once the hosis are removed fram the
cluster, they will not have access to the Virual SAN datastore and the state of
any virtual machines on that datastore

¥ Move powered-off and suspended virtual machines to other hosts in the
cluster

Virtual SAN data might reside on the hosts in a Vifual SAN cluster. Select an
option to setthe migration mechanism for the Virtual SAN data that will be
enforced before the hosts enter maintenance mode.

-~ -,

Virtual SAN data migration: |: Full data migration | * :uﬁ

Put the selected hosis in maintenance mode?

oK Cancel

i:igure 13.9: Full data migration
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Now if the components on host cs-ie-h02.ie.local are monitored, you will see that no
components are placed in an “Absent” state, but rather they are rebuilt on the other
hosts in the cluster. When the host enters maintenance mode, you will notice that all

components of the virtual machines are active, but none reside on the host placed into
maintenance mode.

(i vsan6-poc-testvm2 | Actions ~

=v

Gefting Started Summary | Monitor | Manage Related Objects

Issues | Performance |'Policies’| Tasks | Events | Utilization

c %G Q -
Nama WM Storage Policy co s Status Last Chackad

£ VM home ER® Virual SAN Default Storage Policy + Compliant 14/04/2015 08:41

£ Hard disk 1 E-TJ Virtual SAN Default Storage Policy + Compliant 14/04/2015 08:41
[ 1] 2items |up~

Compliance Failures | Physical Disk Placement

vsanB.poc-test.wm2 . Hard disk 1 : Physical Disk Placement

—

Q -
Type Companent State Host Flash Disk Name Flash Disk Uuid HDOD Disk Name DD Di
~ RAD1
Component @ Active D cs-ie-h04.ie | 38 HP Serial Attached SCSI Dis. 52742cfb-d99d-cdc1-Bacd-1527 A HP Serial Atached SCSI Dis. 52c448d
Component B Active B cs-ie-h03ie | A HP Senial Attached SCSI Dis.

52a4acab-1622-6025-bee3-745 2 HP Serial Atached SCSI Dis

Witness @ Active g cs-ie-h01ie | 38 HP Serial Atached SCSI Dis.

528ba019-e369-151e-01b3-26 A HP Serial Atached SC3I Dis

Figure 13.10: All components are Active when host is in mode (full data migration)

Exit maintenance mode. This completes this part of the POC.
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13.2 Remove and Evacuate a Disk

In this example, we show a feature introduced in version 6.0. This is the ability to
evacuate a disk prior to removing it from a disk group.

Note: The cluster must be left in manual mode. The operations are not available
when a cluster is in automatic mode.

Navigate to the cluster > Manage tab > Virtual SAN > Disk Management, and select a
disk group in one of the hosts as shown below. Then select one of the capacity disks
from the disk group, also shown below. Note that the disk icon with the red x becomes
visible. This is not visible if the cluster is in automatic mode.

@ VSANG-Cluster  Acfions =

il
L

Getting Started  Summary  Monitor | Manage | Related Objects

Sefings | Scheduled Tasks | Alarm Definitions | Tags | Permissions

4 Disk Groups
w Services @ & ™ —— e Q -
T Disk Gro Disks in Use State Virtual SAN . Fault Domain  Network Parti.  Disk Format Version
vSphere HA - ;| cs-ie-h03.ie.local 3of7 Connected Healthy Group 1
w Virwal SAN & Disk group (020008000060050801001c9cBb5Mi0d7a2be... 3 Healthy 2
General * @ cse-hotielocal 3of7 Connected Healthy Group 1
Disk Management B Disk group (020007000080050851001cb683ff0e2925210e 3 Healthy 2
Fault Domains * @ csle-h0zielocal 3of7 Connected Healthy Group 1
Health E5 Disk group (020008000080050801001c64076c8cebE6e8 3 Healthy 2
+ Configuration » [ ce-ie-hodielocal 3of7 Connected Healthy Group 1
General =] Disk group (020008000060050801001c29d8145d6cc192.. 3 Healthy 2
Licensing
‘. T O
VMware EVC M gitems [+
VMHost Groups
VM/Host Rules Disk 9!_%9_[\0200083030500508131001c2908145r|6cc1925e91094c4ld?f-9134|J‘ Disks
VM Overrides a_.\ [ ] /I @ o3z Show: | Inuse (3) =
[T Name Drive Type Capasity firtusl SAN Healin Status Opesstional .. Transport Type
Profiles @ HP Serial Attached SCSI Disk (naa 500508b1001c29d8145d6ce Flash 185.28GB  Healthy Mounted Block Adapter
3 HP Serial Atiached SCSI Disk (naa.600508b1001c846c000c3d9 HDD 13570 GB Healthy Mounted Block Adapter
e HP Serial Atached SCSI Disk (naa.500508b1001¢258181M0a088.. HDD 138.70 GB Healthy Mounted Block Adapter
[} Jitems |-~

Figure 13.11: Remove a disk

Make a note of the devices in the disk group, as you will need these later to rebuild
the disk group. There are a number of new icons on this view of disk groups in Virtual

SAN 6.0. It is worth spending some time understanding that they mean. The following
table should help to explain that.
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Add a disk to the selected disk group

i
=]
-M Remove (and optionally evacuate data) from a disk in a disk group

i Turn on the locator LED on the selected disk

i Turn off the locator LED on the selected disk

B Tag a device as a flash device (useful when RAID 0, non-passthru in use)
En-_ﬁ Tag a device as a local device (useful when SAS controllers in use)

Table 13.1: Disk group icons

To continue with the option of removing a disk from a disk group and evacuating the
data, click on the icon to remove a disk highlighted earlier. This pops up the following
window, which gives you the option to evacuate data (selected automatically). Click
“Yes” to continue:

Remove Disk

Disk "HP Serial Attached SCSI Disk
(naa.60050801001c25818110a088MGe40dab)” is about to be
remaoved from the disk group
02000800008005028b1001c2908145d6cc192520f0 04041474943
41

- —

Unless the data on the disk(s) is evacuated first, removing the
disk(s) might disrupt working Vis.

[ Evacuate data (2.70 GB) 0
Remaove disk?

Yes Mo

i:igure 13.12: Evacuate data

When the operation completes, there should be one less disk in the disk group, but if
you examine the components of your VMs, there should be none found to be in an
“Absent” state. All components should be “Active”, and any that were originally on the
disk that was evacuated should now be rebuilt elsewhere in the cluster.
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13.3 Evacuate a Disk Group

Let’s repeat the previous task for the rest of the disk group. Instead of removing the
original disk, let's now remove the whole of the disk group. Make a note of the devices
in the disk group, as you will need these later to rebuild the disk group.

§J vsan6-Cluster  Actions ~

=~
Getting Started Summary  Monitor | Manage | Related Objects
‘gém'nqs | Scheduled Tasks | Aamm Definitions | Tags | Permissions
« Disk Groups
Services F i\ i
i a&)a —-=c Q Fit -
vSphere DRS A = =
e Virtus| SAN ... Fault Domain  Network Parti_.. Disk Format Version
vSphere HA - 3 cs-ie-h03.ie.local 30of7 Connected Healthy Group 1
v Virtual SAN & Disk group (020008000060050801001c9c8bSf61007a2be... 3 Healthy 2
General v @ cs-e-hotielocal 3017 Connected Healthy Group 1
Disk Management g8 Disk group (0200070000600508b1001cb683f0e29252f% 3 Healthy 2
Fault Domains - g cs-le-h02.e.local 3017 Connected Healthy Group 1
Health £ Disk group (020008000060050801001c64b76c8cebS6es... 3 Healthy 2
+ Configuration - :] cs-ie-h04.ie local 20f7 Connected Healthy Group 1
General £ Disk group (020008000060050851001¢29d8145d6cc192.. 2 Healthy 2
Licensing
VMware EVC
M Sitems [~
VM/MHost Groups
VM/Host Rules Disk group (0200080000600508b1001c29d8145d6cc1925e9fb94c4147494341): Disks
VM Overrides & Show: | Inuse (2) [
HoRtOptions Name Drive Type Capacity Virtusl SAN Health Status Operstional ... Transport Type
Profiles @ HP Serial Attached SCSI Disk (naa.60050851001¢29d8145d6¢c..  Flash 185.28GB  Healthy Mounted  Block Adapter
&3 HP Senal Attached SCSI Disk (naa.60050801001¢846c000c3d9 HDD 136.70 GB Healthy Mounted Block Adapter

Figure 13.13: Delete disk group

As before, you are prompted as to whether or not you wish to evacuate the data from
the disk group. The amount of data is also displayed, and the option is selected by
default. Click “Yes” to continue.

r X

Remove Disk Group

Data on the disks from the disk group
0200020000560050801001C290314546CC1 9252908404147 4943
417 will be deleted.

Unless the data onthe disks is evacuated first, removing the

i —

disks might disrupt working Vils.

[+ Evacuate data (6.41 GB) @
Remove disk group?

Yes Mo

i:igure 13.14: Evacuate data

Once the evacuation process has completed, the disk group should no longer be
visible in the Disk Groups view.
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[J vsanB-Cluster | Actions v

Gefting Started  Summary  Monitor | Manage | Related Objects

Setiings | Scheduled Tasks | Aamm Definiions | Tags | Permissions

«“ Disk Groups
v Services a8 8 -z a
vSphere DRS e
¥3phara A « @ csie-nozielocal Connected
v Virtual SAN Disk group (020008000060050851001c9c8b5f6f0d7a2be.
General ho1.ielocal Connected
Disk Management sk group (020007000060050801001cb683ff0e29252f%.
Fault Domains e-h02jelocal 3017 Connected
Health Disk group (020008000060050851001c64b76c8ceb56e8. 3
+ Configuration @ cs-ie-hodielocal 00f7 Connected
General
Licensing

VMware EVC
M
VM/Host Groups
VM/Host Rules cs-ie-h04.ie Jocal: Disks

VM Overrides
Host Options

Profiles

Figure 13.15: Disk group now removed and evacuated

Once again, if you examine the components of your VMs, there should be none found
to be in an “Absent” state. All components should be “Active”, and any that were
originally on the disk that was evacuated should now be rebuilt elsewhere in the

cluster.

13.4 Add Disk Groups Back Agai

At this point, we can recreate the deleted disk group. This was already covered in
section 6.1 of this POC guide. Simply select the host that the disk group was removed
from, and click on the icon to create a new disk group. Once more, select a flash device
and the two magnetic disk devices that you previously noted were members of the

disk group. Click OK to recreate the disk group.

Healthy
Healthy
Healthy
Healthy
Healthy
Healthy
Healthy

alth Status | Operstional

n

=v
Q -
Group 1
2
Group 1
2
Group 1
Group 1
7items [&~

% cs-ie-h04.ielocal - Create Disk Group

First, selecta single flash disk to serve as a write cache and read buffer.

Q
Drive Type Capacity Transy
() @ HPF Serial Attached SCSI Disk (naa 600508010...  Flash 186.28 GB  Blocl
H
Then, select one or more HDD disks to serve as data disks.
Q
Name Drive Type Capacity
8 HP Serial Attached SCSI Disk (naa.600508b1001c6a664d5d576299 HDD 136.70 GB
= HP Serial Attached SCSI Disk (naa.600508b1001c4b820b4dB0MIBactads) HDD 136.70 GB
[ 3 HP Serial Attached SCSI Disk (naa.50050851001¢c846c000c3d9114ed7103) HDD 136.70 GB
¥ & HP Serial Attachad SCSI Disk (naa.60050801001c258181f0a088f6e40dab) HDD 136.70 GB
o HF Serial Attached SCSI Disk (naa 60050851001c51f33535fe0bbbecb5095 HDD 136.70 GB
8 HP Serial Attached SCSI Disk (naa 60050801001 cadff5d80bar66508f0%a) HDD 136.70 GB

Bloc!

OK

1items |~

k Adapter

Gitems [~

Cancel

Figure 13.16: Recreate disk group
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13.5 Turning on and off Disk LEDs

Our final maintenance task is to turn on and off the locator LEDs on the disk drives.
This is a new feature of Virtual SAN 6.0. In chapter 12, we spoke about the importance
of the hpssacli utility for removing and adding logical devices. This was a “nice to
have”. However for turning on and off the disk locator LEDs, the utility is a necessity
when using HP controllers. Refer to section 12.10 for information on how to locate
and install this utility.

Note: This is not an issue for LSI controllers, and all necessary components are
shipped with ESXi for these controllers.

The icons for turning on and off the disk locator LEDs are shown in table 13.1. To turn
on a LED, select a disk in the disk group and then click on the icon highlighted below.

EJ vsane-Cluster  Actions ~

Getting Started Summary  Monitor | Manage | Related Objects

Seflings | Scheduled Tasks | Aarm Definitions | Tags | Permissions

« Disk Groups
w Services AR
a gla EC Q *
vSphere DRS
Disk Gro art
N psate + [ cs-ie-ho3iie.local 3of7 onnected Healthy Group 1
Sphere HA 5 0 1 c
v Virtual SAN & Disk group (020008000060050851001c9c8bsf6f0d7a20e.. 3 Healthy 2
General v @ cs-e-hotielocal 3of7 Connected Healthy Group 1
Disk Management E8 Disk group (020007000060050851001cb683f0e20252f%... 3 Healthy 2
Fault Domains v 3 cs-ie-h02. e local 3017 Connected Healthy Group 1
Health &5 Disk group (020008000060050801001c64b76c8ceb56e8... 3 Healthy 2
+ Configuration v @ cs-ie-h04dielocal 3of7 Connected Healthy Group 1
Lol S
General 5 Disk group (020008000060050851001c29d8145d6¢c192... 3 Healthy 2
Licensing
<
VMware EVC
M gitems [ab~
VM/MHost Groups
VM/MHost Rules Disk group (0200080000600508b1001c29d8145d6cc1925e9b94c4147494341): Disks
VM Overrides az(eemy
Host Options = - Tvoe tual SAN Health Stat eatinnal
Profiles & HP Serial Attached SCSI Disk (naa.60050851001¢29d8145d5¢c Fiash 18528 GB  Healthy Mounted Bl pter
L HP Senal Attached SCSI Disk (naa.600508b1001¢846c000c34d9.. HDD 136.70 GB Healthy Mounted Block Adapter
3 HP Serial Attached SCSI Disk (n2a.60050851001¢25818110a088.. HDD 13670GB  Healthy Mounted Block Adapter

Figure 13.17: Turn on disk locator LED

This will launch a task to “Turn on disklocator LEDs”. To see if the task was successful,
go to the Monitor tab and check the Events. If there is no error, the task was successful.

At this point you can also take a look in the data center and visually check if the LED
of the disk in question is lit.

Once completed, the locator LED can be turned off by clicking on the “Turn off disk
locator LEDs” as highlighted in the screen shot below. Once again, this can be visually
checked in the data center if you wish.
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) vsaN6.Cluster  Actions v =

Getting Started  Summary  Monitor | Manage | Related Objects

['Mnos 1 Scheduled Tasks | Alarm Definitions ‘ Tags \ Permissions

“ Disk Groups
w Services @ ﬂ a -z @ (Q Filter >
VvSphere DRS Disk Group Disks in Use State Virtual SAN Fault Domain  Network Parti. Disk Format Version
vSphere HA + @ cs-e-hozielocal 30f7 Connected Healthy Group 1
v Virtual SAN & Disk group (0 1001c9c8b56f0d7azbe... 3 Healthy 2
General v [ cs-ie-hotielocal 3017 Connected Healthy Group 1
& Disk group (02000700006005081001cb683M0e29252/% . 3 Healthy 2
Fault Domains v Q cs-le-h02 e local 3ot7 Connected Healthy Group 1
Health B8 Disk group (C ) 1001c64b7 2 3 Healthy 2
+ Configuration ~ [ cs-ie-h04ielocal 3of7 Connected Healthy Group 1
General =4 Disk group 1001¢c29d8 oy A% Healthy 2
Licensing
‘ f >
VMware EVC M Fioms) 3
VMMHost Groups
VMMHost Rules Disk group (0200080000600508b1001c29d8145d6cc1925e9fb94c4147494341): Disks
VM Overrides B R e @B g Show: | W'
Host Options Name Turns off the locator LED of the selected e Type Capacity Virtusl SAN Health Status Operstional Transport Type
Profiles HP Serial Attache disk(s). ash 18528GB  Healthy Mounted Block Adapter
= HP Serial Attached SCSI Disk (naa.60050851001¢846c000c3d9...  HDD 136.70 GB Healthy Mounted Block Adapter
&3 HP Serial Attached SCSI Disk (naa.60050801001¢25818110a088.. HDD 136.70 GB Healthy Mounted Block Adapter

Figure 13.18: Turn off disk locator LED

This completes this section of the Virtual SAN 6.0 Proof-Of-Concept (POC) guide.
Before handing over the environment to the customer, do one final check on the
health and ensure all checks pass.

' ) vsans-Cluster | Actions ~ =

Getting Started  Summary ‘ Monitor ‘ Manage Related Objects

{Issues | Profile Compliance | Performance | Tasks ‘ Events | Resource Reservation [Viflual SAN'| vSphere DRS | vSphere HA | Utilization

“ Virtual SAN Health (Last checked: 14 April 2015 10:15:24)
Proactive Tests © Passed Advanced Vifual SAN configuration in sync -
Physical Disks @& Passed ESX VSAN Health service installation
Virtual Disks @ Passed VSAN CLOMD liveness
Resyncing Components @ Fassed VSAN Health Service up-to-date
& Passed ~ Data health
& Passed Virtual SAN object health
& Passed ~ Limits health
© Passed After 1 agditional hostfailure
@ Passed Current cluster situation
© Passed ~ Network health
@ Passed All hosts have a VSAN vmknic configured
@ Passed All hosts have matching multicast settings
@ Passed All hosts have malching subnets
@ Passed Basic (unicast) connectivity check (normal ping)
& Passed Hosts disconnected from VC
& Passed Hosts with connectivity issues
& Passed Hosts with VSAN disabled
@ Passed MTU check (ping with large packet size)
& Passed Wulticast assessment based on other checks
@ Passed Unexpected VSAN cluster members
& Passed VBAM cluster partition
& Passed ~ Physical disk health
® Passed Component metadata health
& Passed Congestion
@ Passed Disk capacity -
W 32items [~

Figure 13.19: Final health check
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14. Virtual SAN 6.1 Stretched Cluster

Configuration

As per of the vSphere 6.0U1 release in September 2015, a number of new Virtual SAN
features were included. The features included a Stretched Cluster solution, which is
the purpose of this report. Note that the Virtual SAN version in vSphere 6.0U1 is
Virtual SAN 6.1.

A good working knowledge of how Virtual SAN Stretched Cluster is designed and
architected is assumed. Readers unfamiliar with the basics of Virtual SAN Stretched
Cluster are urged to review the relevant documentation before proceeding with this
part of the proof-of-concept. Details on how to configure a Virtual SAN Stretched
Cluster are found in the Virtual SAN 6.1 Stretched Cluster Guide.

14.1 Virtual SAN 6.1 Stretched Cluster Network
Topology

As per the Virtual SAN 6.1 Stretched Cluster Guide, a number of different network
topologies are supported for Virtual SAN Stretched Cluster. The network topology
deployed in this lab environment is a full layer 3 stretched Virtual SAN network. L3
multicast is implemented for the Virtual SAN network between data sites, and L3
unicast is implemented for the Virtual SAN network between data sites and the
witness site. While VMware also supports stretched L2 between the data sites, L3 is
the only supported network topology for the Virtual SAN network between the data
sites and the witness site. The VM network is a stretched L2 between both data sites.

14.2 Virtual SAN 6.1 Stretched Cluster Hosts

There are four ESXi hosts in this cluster, two ESXi hosts on data site A (the “preferred”
site) and two hosts on data site B (the “secondary” site). There is one disk-group per
host (all flash). The witness host/appliance is deployed on a 34, remote data center.
The configuration is referred to as 2+2+1.

» Ej esxi-a-pref.rainpole.com 20f2 Connecled Healthy Preferred Group 1
» Ej esxi-b-prefrainpole.com 20f2 Connecled Healthy Preferred Group 1
» E] esxi-c-scnd.rainpolecom  2o0f2 Connected Healthy Secondary Group 1
» EJ esxi-d-scnd rainpoie.com 2o0f2 Connected Healthy Secondary Group 1
» D esxi-e-witn.rainpole.com.. 20f2 Connecled Healthy Group 1

Figure 14.1: Hosts in Virtual SAN cluster

VMware Storage and Availability Business Unit Documentation / 1 2 9


http://www.vmware.com/files/pdf/products/vsan/VMware-Virtual-SAN-6.1-Stretched-Cluster-Guide.pdf#sthash.7gQJgbBs.dpuf

VMs are deployed on both the “Preferred” and “Secondary” sites of the Virtual SAN
Stretched Cluster. VMs are running/active on both sites.

14.3 Virtual SAN 6.1 Stretched Cluster Diagram

Below is a diagram detailing the POC environment used for the Stretched Cluster
testing.

Preferred Secondary

VLAN 30 L2 Stretched VM Network

v

{
\E
{
ol
v

{

L3 Multicast N o

L
>
S, L
\,
;’é@ua“y_wumd- _________________________________ -y ),

VLAN 3
172.3.0.1= gateway
VLAN 80 gateway = 147.80.0.1

L3 Unicast S 13 Unicast

Figure 14.2: Virtual SAN Stretch Cluster network diagram

e This configuration uses L3 (route) for the Virtual SAN network between all sites.

e Static routes are required to enable communication between sites.

e The Virtual SAN network VLAN for the ESXi hosts on the preferred site is VLAN
id 4. The gateway is 172.4.0.1.

e The Virtual SAN network VLAN for the ESXi hosts on the secondary site is VLAN
id 3. The gateway is 172.3.0.1.

e The Virtual SAN network VLAN for the witness host on the witness site is VLAN
id 80.

e The VM network is stretched L2 between the data sites. This is VLAN id 30. Since
no VMs are run on the witness, there is no need to extend this network to the
third site.

14.4 Preferred Site Detalils

In Virtual SAN Stretched Clusters, “preferred” site simply means the site that the
witness will ‘bind’ to in the event of an inter-site link failure between the data sites.
Thus, this will be the site with the majority of VM components, so this will also be the
site where all VMs will run when there is an inter-site link failure between data sites.

In this example, Virtual SAN traffic is enabled on vimk1 on the hosts on the preferred
site, which is sitting on routable VLAN 4.
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VMkernel adapters

B el/s x O~ Q Filt >
Device Metwork Label Switch IF Address TCF/IF Stack

vmkD @ Management Network £t vSwitcho 172.40.0.11 Default

vmk1 & VMkemel-VSAN £ vSwitchd 172.4.0.11 Default |

vmk2 2 preferred-vmotion-ian10 & stretched-vswitch 10.10.0.11 vMotion

VMkernel network adapter: vmk1

All | Properties IP Settings Policies

Port properties -
Network label Vikemel-VSAN
VLAN 1D —* 4
TCPAP stack Default
Enabled serices Virtual SAN traffic k

Figure 14.3: Virtual SAN preferred site networking details

Static routes need to be manually configured on these hosts. This is because the
default gateway is on the management network, and if the preferred site hosts tried
to communicate to the secondary site hosts, the traffic would be routed via the default
gateway and thus via the management network. Since the management network and
the Virtual SAN network are entirely isolated, there would be no route.

Since this is L3 everywhere, including between the data sites, the Virtual SAN
interface on the preferred site, vimk1, has to route to “Secondary site (VLAN 3)” and
“Witness Site (VLAN 80)”.

TCPAP Stacks

P4 Q Filt -

TCP/IP Stack Whkernel Adapters IPv4 Gateway Address IPvE Gateway*
System stacks

Default 2 1724001
v
[ ] 3 items

TCPAP Stack: Default
DNS  Routing | IPvd Routing Table | IPvS Routing Table  Advanced

, static route to "Secondary Sitetavia vmki1 -

etwork Addr Prefix Length Gatewsy Device
172300 24 172.4.01 vmk1
147.20.0.0, 24 172.4.01 vmk1

172.4.0.0 24 0.0.0.0 vmk1
172.40.0.0 24 0.0.0.0 vmk0
0.0.0.0 0 172.40.01 vmkQ

static route to "Witness Site" via vmk
Figure 14.4: Primary site routing table with static routes to remote sites
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14.4.1 Commands to Add Static Routes

The following command is used to add static routes is as follows:

esxcli network ip route ipv4 add -n REMOTE-NETWORK -g LOCAL-GATEWAY

To add a static route from a preferred host to hosts on the secondary site in this
POC:

esxcli network ip route ipv4 add -n 172.3.0.0/24 -g 172.4.0.1

To add a static route from a preferred host to the witness host in this POC:

esxcli network ip route ipv4 add -n 147.80.0.0/24 -g 172.4.0.1

Note: L3 Multicast routing must be enabled between VLAN 3 and 4. This is
configured on the physical switch or router.
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14.5 Secondary Site Details

The secondary site is the site that contains ESXi hosts whose objects do not bind with
the witness components in the event of an inter-site link failure. However that is the
only significant difference. Under normal conditions, the secondary site behaves
exactly like the preferred site, and virtual machines may also be deployed there. In
this POC, Virtual SAN traffic is enabled on vimk1, which is sitting on routable VLAN 3.

VMkemnel adapters

2@/ X -~ Q

Device Metwork Label Switch IF Address TCF/IF Stack
B vmk0 @ Management Metwork i vSwitcho 18260.0.13 Default
wvmk1 % ViMkernel-VSAN E wSwitch0 172.3.0.13 Default I
B vmk2 &£, seconary-vmotion-ian20 &= stretched-vswitch 10.20.0.13 vMotion

VMkermel network adapter: vink1

Al Froperties IP Settings Policies

Port properties
Metwork label VMEkemel-VSAN
VLAN ID 4 3
TCPAP stack Default
Enabled services Virtual SAM traffic *—

Figure 14.5: Virtual SAN secondary site networking details

Once again, static routes need to be manually configured on the Virtual SAN network
interface, vimk1, to route to “Preferred site (VLAN 4)” and “Witness Site (VLAN 80)".

TCPIP Stacks
& Q t -
TCPIP Stack Vikernel Adapters 1Pvs Gatewsy Address IPVE Gatewsay *
System stacks
Default 2 192.60.0.1 - -

[y 3 items

TCPAP Stack: Default

DNS Routing | IPvd Routing Table | IPvE Routing Table  Advanced

static route to "Witnhess Site" via:-vmk1 -
Metwork Address Prefix Length Gateway Device
1?2.300/ 24 0.0.0.0 vmk
147.80.0. 24 172.3.01 vmk1

172.4.0.0, 24 172.3.01 vmki1

192.60.0.0 24 0.0.0.0 vmkQ
0000 o 192.60.0.1 vmk0

Figure 14.6: Secondary site routing table with static routes to remote sites
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14.5.1 Commands to Add Static Routes

The following command is used to add static routes is as follows:

esxcli network ip route ipv4 add -n REMOTE-NETWORK -g LOCAL-GATEWAY

To add a static route from a secondary host to hosts on the preferred site in this
POC:

esxcli network ip route ipv4 add -n 172.4.0.0/24 -g 172.3.0.1
To add a static route from a secondary host to the witness host in this POC:

esxcli network ip route ipv4 add -n 147.80.0.0/24 -g 172.3.0.1

Note: L3 Multicast routing must be enabled between VLAN 3 and 4. This is
configured on the physical switch or router.

14.6 A note on IGMP v3

IGMP Version 2, specified in [RFC-2236], added support for "low leave latency". That
is, a reduction in the time it takes for a multicast router to learn that there are no
longer any members of a particular group present on an attached network.

IGMP Version 3 adds support for "source filtering". That is, the ability for a system to

report interest in receiving packets *only™* from specific source addresses, or from *all
but* specific source addresses, sent to a particular multicast address.

It should be noted that in our POC testing with the DELL network switch, the
Stretched Cluster would not configure properly after failures until the network switch
was forced to talk IGMP v3 between VLANSs.

Recommendation: Use IGMP v3 for multicast configurations.
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14.7 Witness Site Details

The witness site only contains a single host for the Stretched Cluster, and the only VM
objects stored on this host are “witness” objects. No data components are stored on
the witness host. In this POC, we are using the witness appliance, which is an “ESXi
host running in a VM”. If you wish to use the witness appliance, it should be
downloaded from VMware. This is because it is preconfigured with various settings,
and also comes with a pre-installed license. Note that this download requires a login

to My VMware.

Alternatively, customers can use a physical ESXi host for the appliance.

Virtual SAN traffic must be enabled on the Virtual SAN interface of the witness
appliance, in this case vmk1, which is sitting on routable VLAN 80 (tagged on the
underlying physical ESXi).

VMKernel adapters

Bel/sx DB Q -
Device Metwork Label Switch IP Address TCPIIP Stack

EW vmk0 @ Management Network $ vSwitcho 147.70.0.15 Default

vmk1 E wilnessPg ﬁ witnessSwitch 147.80.0.15 Default I

. i ’

VMEkernel network adapter: vmk1

All | Properties IP Seftings  Policies

Port properties
Network label witnessPg
VLAM ID Mone (0)
TCPAP stack Default

Enabled senvices Virtual SAN traffic *

Figure 14.7: Virtual SAN witness host networking details

Once again, static routes should be manually configured on Virtual SAN vmk1 to
route to “Preferred site (VLAN 4)” and “Secondary Site (VLAN 3)”.

TCPAP Stacks

rd a -
TCRIP Stack VMkernel Adapters 1Pvd Gateway Address 1PV Gateway *
System stacks

Default 2 147.70.0.1

L 3 items

TCPAP Stack: Default

DNS Routing IPv4 Routing Table | IPvE Routing Table Advanced

static route to "Secondary Site" Dyiiog vmkl

rh Address e e i) ey

147.80.0.0

24 0.0.0.0 vmk1
147.70.0.0 24 0.0.0.0 wvmk0
17220 24 147.80.0.1 wmk1
172.4.0.0, 24 147.80.01 wvmk1

o 147.70.01 vmk0

00.0.0 \
StaticlrouteltolBreferrediSitegvial

Figure 14.8: Witness host routing table with static routes to remote sites
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14.7.1 Commands to Add Static Routes

The following command is used to add static routes is as follows:
esxcli network ip route ipv4 add -n REMOTE-NETWORK -g LOCAL-GATEWAY
To add a static route from the witness host to hosts on the preferred site in this POC:

esxcli network ip route ipv4 add -n 172.4.0.0/24 -g 172.80.0.1

To add a static route from the witness host to hosts on the secondary site in this
POC:

esxcli network ip route ipv4 add -n 147.3.0.0/24 -g 172.80.0.1

Note: L3 Multicast is not required for Witness Virtual SAN Traffic. Also VLAN
tagging is enabled on ESXi host hosting witness appliance.
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14.8 vSphere HA Settings

vSphere HA plays a critical part in Stretched Cluster. HA is required to restart virtual
machines on other hosts and even the other site depending on the different failures
that may occur in the cluster. The following section covers the recommended settings
for vSphere HA when configuring it in a Stretched Cluster environment.

14.8.1 Response to Host Isolation

The recommendation is to “Power off and restart VMs” on isolation, as shown below.
In cases where the virtual machine can no longer access the majority of its object
components, it may not be possible to shut down the guest OS running in the virtual
machine. Therefore the “Power off and restart VMs” option is recommended.

Failure | Response Details
Host failure RestartVids Restart Vs using WM restart priority ordering.
Hostlisolation Power off and restart Vs VMs on isolated hosts will be powered off

and restarted on avallable hosts.

Datastore with Permanent  Disabled Datastore protection for All Paths Down and
Device Loss Permanent Device Loss is disabled.
Datastore with All Paths Disabled Diatastore protection for All Paths Down and
Down Permanent Device Loss is disabled,

Guest not heartbeating Disabled VM and application monitoring disabled.
VM restart priority Medium v

Ay When Disabled is selected, vitual machines are not restarted in the event of a host
failure. In addition, they remain Protected when Turn on vSphere HA Is enabled.

IRespUl':‘.e for Host Isalation Power off and restart VMs =
Response for Datastore with
Permanent Device Loss (PDL) Dissbied T
Response for Datastore with Al .
Paths Down (APD) [isatied -
Response for APD recovery Disabled .
after APD timeout 1sanle
VM monitoring sensitivity =) Preset
Low ————" High
Custom *

OK Cancel

Figure 14.9: vSphere HA Host Isolation recommended setting

14.8.2 Admission Control

If a full site fails, the desire is to have all virtual machines run on the remaining site.
To allow a single data site to run all virtual machines if the other data site fails, the
recommendation is to set Admission Control to 50% for CPU and Memory as shown
below.

+) Define failover capacity by resening a percentage of the cluster resources.

Reserved failover CPU capacity: 80 | % CPU

Reserved failover Memaory capacity 50 .| % Memory

Figure 14.10: vSphere HA Admission Control setting recommendation
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14.8.3 Advanced Settings

The default isolation address uses the default gateway of the management network.
This will not be useful in a Virtual SAN Stretched Cluster, when the Virtual SAN
network is broken. Therefore the default isolation response address should be turned
off. This is done via the advanced setting das.usedefaultisolationaddress to false.

To deal with failures occurring on the Virtual SAN network, VMware recommends
setting two isolation addresses, each of which is local to one of the data sites. In this
POC, one address is on VLAN 4, which is reachable from the hosts on the preferred
sites. The other address is on VLAN 3, which is reachable from the hosts on the
secondary site. Use advance settings das.isolationaddress0 and das.isolationaddress1
to set these isolation addresses respectively.

~ Advanced Options

Configuration Parameters
Add

das.isolationaddress0 172401

das.isolationaddress1 172.3.01
das.respectVYmHostSoftAffinityRules true

das.respectVmVmAntiAfiinityRules false

das.usedefaultisolationaddress false Secondary

Figure 14.11: vSphere HA advanced options isolation address recommendations

These advanced settings are added in the Advanced Options > Configuration
Parameter section of the vSphere HA Ul The other advanced settings get filled in
automatically based on additional configuration steps. There is no need to add them
manually.
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14.9 VM Host Affinity Groups

The next step is to configure VM /Host affinity groups. This allows administrators to
automatically place a virtual machine on a particular site when it is powered on. In
the event of a failure, the virtual machine will remain on the same site, but placed on
a different host. The virtual machine will be restarted on the remote site only when
there is a catastrophic failure or a significant resource shortage.

To configure VM /Host affinity groups, the first step is to add hosts to the host groups.
In this example, the Host Groups are named Preferred and Secondary, as shown below.

9 Preferred | Host Group
VM/HOS1 Group Members [~ Secondary Host Group

VM/Host Group Members

Add.. || Remove |

Preferred Group Members Add

Q esxi-b-prefrainpale.com

Secondary Group Members

°| esxi-a-prefrainpole.com . ) .
a = P u esyi-d-scnd.rainpole.com

@ esxi-c-scndrainpole.com

Figure 14.12: Host affinity groups

The next step is to add the virtual machines to the host groups. Note that these
virtual machines must be created in advance.

" £ Preferred-Site-VM l WM Group

VM/Host Group Members

Add,“ :__ armove
Prefemec-Site-WM Gr Secondary-Site-VMs VM Group

G preferrred-vma

&y, preferred-ym1 VM/Host Group Members

Add.., Re
Secondary-Site-VMs Group Members

s secondary-vm2

s secondary-vm3
—

Figure 14.13: Host affinity groups with VMs
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Note that these VM/Host affinity rules are “should” rules and not “must” rules.
“Should” rules means that every attempt will be made to adhere to the affinity rules.
However, if this is not possible (due lack of resources), the other site will be used for
hosting the virtual machine.

Also note that the vSphere HA rule settings is set to “should”. This means that if there
is a catastrophic failure on the site to which the VM has affinity, HA will restart the
virtual machine on the other site. If this was a “must” rule, HA would not start the VM
on the other site.

VMHost Rules

| Add. || Edit. || Delete .
Hame Type Enabled Conflicts Defined By ™
& Preferred-Rule Run VMs on Hosts Yes 0 User v~

VMMHost Rule Details

Virtual Machines that are members of the VM Group un an hosts that are members of the Host Group.

Prafersd-Site-Vi Group Membams Prafamed Group Membears
ED preferrred-vma @ esxi-b-pref.rainpole.com
|j'D preferred-vm1 @ esxi-a-pref rainpole.com

|f|5 preferred-vm7
|j"|5 preferred-vmd
g preferrred-vma
[j; preferred-vmé
|-'_‘|:|5 preferred-vm3
g preferredvm10
i preferred-vms
|-'_‘|:|5 preferred-vm2

vSphere HA Rule Settings

viiphere HA can enforce ViAIHosT rules when restarting virlual machines.

YM anti-affinity rules
WM to Host affinity rules vaphere H.sped rules during failover

Figure 14.14: Set vSphere HA VM to Host affinity rules to “should”, not “must”
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The same settings are necessary on both the primary VM /Host group and the
secondary VM /Host group.

VM/Host Rules

[ Add. || Edi. |[ Delete
Name Type Enabled Conflicts Defined By *
Iﬁ Secondary-Rule | Run ¥Ms on Hosts Yes 0 User i

VM/Host Rule Details

Virtual Machines that are members of the VM Group un on hosts that are members of the Host Group.

Add... f ! Add..
Seoondarny-Site-\IVs Group Members Seoondary Group Members
U‘D secondary-yma2 E esxi-d-scnd.rainpole.com
U‘D secondary-ym3 E esxi-c-scnd.rainpole.com

(G secondarj-vm1
(G secondarj-vm4

(G secondarj-vms

vSphere HA Rule Settings

viphere HA can enforce VMiHost rules when restariing virtual machines.

VM anti-affinity rules Ignore rules

VM to Host affinity rules vSphere H.Aspec. rules during failover

Figure 14.15: Set vSphere HA VM to Host affinity rules to “should” on Secondary too

14.10 DRS Settings

In this POC, partially automated mode has been chosen. However, this could be set to
Fully Automated if customers wish, but note that it should be changed back to
partially automated when a full site failure occurs. This is to avoid failback of VMs
occurring whilst rebuild activity is still taking place. More on this later.

vSphere DRS is Tumed ON [ gcneaule ORs... || BB Edit,
» DRS Automation Partially Automated

» Power Management Off

» Advanced Options None

Figure 14.16: Virtual SAN stretch cluster DRS settings
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15. Virtual SAN Stretched Cluster Network
Failover Scenarios

In this section, we will look at how to inject various network failures in a Virtual SAN
Stretched Cluster configuration. We will see how the failure manifests itself in the
cluster, focusing on the Virtual SAN health check and the alarms/events as reported
in the vSphere web client.

15.1 Network Failure between Secondary Site and
Witness

\

4 '
\ P 2 M ibinact \ /
s Lo MUlticast \ /

AN 4 N
ot M 4 J-- B cwm (e s et s e A e L GE S RS PE SW mS ER Wn M e e e B b e e -‘wl
gateway = 1724 : P

Figure 15.1: Path failure between secondary site and witness site

15.1.1 Trigger the Event

To make the secondary site lose access to the witness site, one can simply remove
the static route on the witness host that provides a path to the secondary site.

On witness host issue:

esxcli network ip route ipv4 remove -g 147.80.0.1 -n 172.3.0.0/24
On secondary host(s) issue:

esxcli network ip route ipv4 remove -g 172.3.0.1 -n 147.80.0.0/24

15.1.2 Cluster Behavior on Failure
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To begin with, the Cluster Summary view shows one configuration issue related to
0 witness hosts.

[J) stretched-cluster  Actions ~

il
5

Getting Started | Summary @ Monitor Manage Related Objects

stretched-cluster CcPU FREE: 152.54 GHz
g o USED: 1.00 GHz CAPACITY: 153.54 GHz
Total vMotion Migrations: 54
MEMORY FREE: 321.02 GB
(H % ’
A USED: 82.80 GB CAPACITY: 283.63 GB
STORAGE FREE: 8.38 TB
USED: 207.09 GB CAPACITY: 8.68 TB

/A Found 0 witness hosts on stretched cluster. The number should be 1

Figure 15.2: Cluster summary view — 0 witness hosts

This same event is visible in the Cluster > Monitor > Issues > All Issues view.

[J) stretched-cluster  Actions ~

Getting Started Summary | Monitor | Manage Related Objects
Issues | Performance | Profile Compliance | Tasks | Events | Resource Reservation | vSphere DRS | vSphere HA | Utilization | Virtual SAN

«“

m o Type

Triggered Alarms Found 0 witness hosts on stretched cluster. The Configuration Iss A\ Warning

Figure 15.3: Cluster Issue — missing witness

Note that this event may take some time to trigger. Next, looking at the health
check alarms, a number of them get triggered (Triggering alarms from health check
test failures is a new feature in Virtual SAN 6.1).

¢ Virtual SAN Health Alarm Virtual SAN cluster partition’ e ResetTo Green
€ Virtual SAN Health Alarm 'Stretched cluster health’ \ckno e
€ Virtual SAN Health Alarm 'MTU check (ping with large packet size) Acknowledge ResetTo Green
© Virtual SAN Health Alarm ‘Data health Acknowledge ResetTo Green
(10 issues total - show all)

Figure 15.4: Virtual SAN Health Alarms triggered

In the Cluster summary view, an error is also shown. This directs the administrator
to go to “Monitor Virtual SAN health”.
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Virtual SAN is Turned ON

Add disks to storage

Resources

Hosts

Flash disks in use

Data disks in use

Total capacity of Virtual SAN datastore 5.04 TB

Free capacity of Virtual SAN datastore 476 TB

Metwork status

On-disk Format Version

Disk format version

Disks with outdated version

2.0 (latest)

@ ool

Figure 15.5: Virtual SAN cluster summary view

Edit
Manual
4 hosts
8 of 8 eligible
0 of 0 eligible
@ Misconfiguration detected @ Monitor VSAN health

On navigating to the Virtual SAN Health > Monitor view, there are a lot of checks
showing errors. One should also note that there is a set of new Stretched Cluster
health checks in 6.1. These are also failing.

Virtual SAN Health ({Last checked: Today at 16:44)

T

Failed
Failed
Failed
Failed
Failed
Failed
Warning
Passed
Passed
Passed
Passed
Passed
Passed
Passed
Failed

00000000 0PFP0OOODOO §

Failed

~ Data health
Virtual SAN object health

~ Metwork health
Basic (unicast) connectivity check (normal ping)
MTU check (ping with large packet size)
Virtual SAN cluster partifion
All hosts hawe matching subnets
All hosts hawve a Virlual SAN vmknic configured
All hosts hawe matching multicast settings
Hosts disconnected from VC
Hosts with connectivity issues
Hosts with Virtual SAN disabled
Multicast assessment based on other checks
Unexpected Virual SAN cluster members

~ Stretched cluster health
Stretched cluster without a witness host

Figure 15.6: Virtual SAN Health Check detects the problems

One final place to examine is the virtual machines. Navigate to a VM on the secondary
site, then Monitor > Policies > Physical Disk Placement. It should show the witness
absent from secondary site perspective. However the virtual machines should still be
running and fully accessible.
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(> secondary-vm1  Actions ~

Getting Stated Summary | Monitor | Manage Related Objedts

Issues | Performance | Policles | Tasks | Events | Utilization

¢ @ Q h
Name VM Stersge Policy Comglisnce Status Last Checked
£ VM home Ef Virual SAM Default Storage Policy & Noncompliant 27108/2015 18:42

&5 Hard disk 1 E§ Virtual SAN Default Storage Policy © Noncompliant 2710812015 18:42

M Zitems [~
Compliance Failures

Physical Disk Placement

secondary-vm1 - VM home : Physical Disk Placement

-z Q -
Type Component State Hast Flash Disk Name Flash Disk Uuid HDD Disk Name

Witness [E Absent @ esxi-e-witn.rainpole.com 3 Local YMware Disk (mpx.vm 52c2ea15-c820-2930-dedc-e3b 3 Local VMware Disk (r
+ RAID1

Component Wl Active D esxi-d-scnd.rainpole com 2 Local FUSIONIO Disk (ewi 4 52473e44d-0c88-0112-75fc-0b60. &3 Local ATADisk (t10.2

Component B Active D esxi-a-prefrainpole.com 2 Local FUSIONIO Disk (eui.c 521b0339-7379-1833-0310-57 &3 Local ATA Disk (t10.2

Figure 15.7: VM shows the witness component is absent

Returning to the health check client, selecting “Basic (unicast) connectivity check
(normal ping), you can see that the Secondary Site can'’t talk to witness or vice versa.

& Failed Basic (unicast) connecdivity check (normal ping)
& Failed MTL check (ping with large packet size)
& Failed Virtual SAN cluster partition
Ay Warning All hosts have matching subnets
@ Passed All hosts have a Virlual SAM vmknic configured -
03 29 items |=p~
ES
Basic (unicast) connectivity check (normal ping) Ml
Performs a small packet size ping test from all hosts to all other hosts i ]
Ping results | Onlyfailed pings
From Host To Host Ping result 1a ToDevice
Q esxi-d-scnd. rainpole.com Q esxi-e-witn_rainpole.com &) Failed wmk1 -
Q esxi-d-scnd.rainpole.com E| esx-c-scnd.rainpole.com & Passed wmik1
-scnd.rainpole.com E| esxi-b-pref.rainpole.com & Passed wmk1
itn.rainpole.com Q esxi-d-scnd.rainpole.com & Failed wvmk1
-witn.rainpole.com Q esxi-b-pref.rainpole.com & Passed vmk1
itn.rainpole.com E esxi-a-prefrainpole.com & Passed wvmk1
@ esxi-e-witn.rainpole.com E esxi-c-scnd.rainpole.com & Failed vmk1
Q esxi-a-prefrainpole.com Q esxi-d-scnd rainpole.com @ Passed wmk1
Q esxi-a-prefrainpole.com Q esxi-e-witn_rainpole.com @ Passed wmk1
Q esxi-d-scnd.rainpole.com E| esxi-a-pref.rainpole.com & Passed wmik1
Q esxi-a-prefrainpole.com E| esxi-b-pref.rainpole.com & Passed wmik1 -
n 20 items | ™

Figure 15.8: Virtual SAN Health Check ping test results

15.1.3 Conclusion

Loss of the witness does not impact the running virtual machines on the secondary
site. There is still a quorum of components available per object, available from the
data sites. Since there is only a single witness host/site, and only three fault domains,
there is no rebuilding/resyncing of objects.
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15.1.4 Repair the Failure

Add back the static routes that were removed earlier, and rerun the health check
tests. Verify that all tests are passing before proceeding. Remember to test one

thing at a time.
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15.2 Network Failure between Preferred Site and
Witness

o es u pref { esncsondra s
o oL N -
® & ®» & ® & ®» &
- - ss 0 580 0!
\ ¢ \ ’
\ ra /
\\ V4 \‘ /
\ /I \ 4
\ / \ /
\ / \ /
\ s ; ‘\ /
s N’ L3 Multicast \ o /

VLAN3
172.3.0.1= gateway
VLAN 80 gateway = 147.80.0.1

P ) A e P
“%@' @ L3 Unicast

®

§80 HOO

Figure 15.9: Path failure between preferred site and witness site

15.2.1 Trigger the Event

To make the preferred site lose access to the witness site, one can simply remove
the static route on the witness host that provides a path to the preferred site.

On witness host issue:

esxcli network ip route ipv4 remove —-g 147.80.0.1 -n 172.4.0.0/24

On preferred host(s) issue:

esxcli network ip route ipv4 remove -g 172.4.0.1 -n 147.80.0.0/24

VMware Storage and Availability Business Unit Documentation / 1 4 7



15.2.2 Cluster Behavior on Failure

As per the previous test, it may take some time for alarms to trigger when this event
occurs. However, the events are similar to those seen previously.

[J stretched-cluster  Actions ~ =v

Getting Started | Summary | Monitor Manage Related Objects

stretched-cluster CPU FREE: 152.54 GHz
i
Yol Fracessors e USED: 1.00 GHz CAPACITY: 152,54 GHz
Total vMotion Migrations: 54
MEMORY FREE: 321.02 GB
q"_ Q' e
USED: 2,680 GB CAPACITY: 283 62 GB
STORAGE FREE: 8.38 TB
£
USED: 207.09 GB CAPACITY: 8.68 TB

A\ Found 0 witness hosts on stretched cluster. The number should be 1

Figure 15.10: Cluster summary view — 0 witness hosts

[J stretched-cluster  Actions ~

U
K

Getting Stated Summary | Monitor | Manage Related Objects

f lssues\ Performance | Profile Compliance | Tasks | Events | Resource Reservation | vSphere DRS | vSphere HA ‘ Utilization | Virtual SAN

m e e Atwger s e

Triggered Alarms Found 0 witness hosts on stretched cluster. The Configuration Iss. A\ Warning

Status

Figure 15.11: Cluster issue — missing witness

One can also see various health checks fail, and their associated alarms being raised.

Navigator R [J stretched-cluster  Actions + =

4 Home D Gefting Started  Summary | Monitor | Manage Related Objects
g a 3 9
w (5 mgmt-vc01.rainpole.com
w [l Stretched-Datacenter

Issues | Performance Profile Compliance Tasks  Evenis Resource Reservation | vSphere DRS | vSphere HA | Utilization \AmaISAN'

W' streiched-cluster “ Virtual SAN Health (Last checked: Today at ?D;?ﬂ:*_‘ lﬂ‘
{g esxi-a-pretrainpole.com Physical Disks Test Result Test Name
ﬂ esxi-b-pref.rainpole.com Virtual Disks © Failed » Data health
ﬁ esxi-c-scnd.rainpole.com Resyncing Components © Faied > Network health
ﬂ esxi-d-scnd.rainpole.com
5 preferred-vm1 Q Failed » Stretched cluster health
(8 preferred-vm10 Proactive Tests A Warning » Virtual SAN HCL health
&j preferred-vm2 @ Passed » Cluster health
G preferredvm3 © Passed » Limits health
Op preferred-vmd © Passed » Physical disk health

5 preferred-vm5

Figure 15.12: Virtual SAN Health Check detects the problems

Just like the previous test, the witness component goes absent.
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(3 preferred-vm1  Actions ~

=
Getting Started Summary | Monitor | Manage Related Objects
Issues | Performarice | Policies | Tasks | Events | Utilization
c % Q =
Name VM Storage Policy Compliance Status Last Checked
] VM home [} Virtual SAN Default Storage Po... € Noncompliant 27/08/2015 22:29
&5 Hard disk 1 £ Virtual SAN Default Storage Po... € Noncompliant 27/08/2015 22:29
M 2items [« ~
Compliance Failures | Physical Disk Placement
preferred-vm1 - VM home : Physical Disk Placement
- Q -
Type  Compon te Host Flash Disk Nsme Flash Disk Uuid
Witness Absent E esxi-e-witn.rai... 3 Local VMware Disk (mpxvm 52c2ea15-c820-e930-de9c-
~ RAD1
Component @ Active lj esxi-b-prefrai &3 Local FUSIONIO Disk (eui.a 5273dae8-30-4772-c113-€
Component @ Active @ esxi-c-scnd.r. &3 Local FUSIONIO Disk (eui.d 5241¢4d3-6804-20d3-66ab

Figure 15.13: VM'’s storage policy is out of compliance

We did not look at the “Data health” health check during the previous test. If this
health check “Virtual SAN object health” is selected, it displays X number of objects

with “reduced-availability-with-no-rebuild-delay-timer”. In this POC, there are 52
objects impacted by the failure.

Virtual SAN Health (Last checked: Today at 20:39)

Test Result Test Name

€ Failed ~ Data health

@ Failed Virtual SAN object health
© Failed » Network health

@ Failed » Stretched cluster health
A Wamning » Virual SAN HCL health
& Passed » Cluster health

@ Passed » Limits health

@ Passed » Physical disk health
H

gitems [=b~

Virtual SAN object health

Repair Objects Immediately H Ask VMware l

i

Checks the health status of all Virtual SAN objects.
Object health overview

Health/Cbjects

Number 1w Objects UUID
reduced-availability-with-no-rebuild-delay-timer 52 328bdd55-26f3-580e-2... *
inaccessible 0

data-move 0

healthy 0

reduced-availability-with-no-rebuild 0

Figure 15.14: Virtual SAN Health Check for object health
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This health check behavior appears whenever components go ‘absent’ and Virtual
SAN is waiting for the 60-minute clomd timer to expire before starting any rebuilds.
If an administrator clicks on “Repair Objects Immediately”, the objects switch state
and now the objects are no longer waiting on the timer, and will start to rebuild
immediately under general circumstances. However in this POC, with only three fault
domains and no place to rebuild witness components, there is no syncing/rebuilding.

15.2.3 Conclusion

Just like the previous test, a witness failure has no impact on the running virtual
machines on the preferred site. There is still a quorum of components available per
object, as the data sites can still communicate. Since there is only a single witness
host/site, and only three fault domains, there is no rebuilding/resyncing of objects.

15.2.4 Repair the Failure
Add back the static routes that were removed earlier, and rerun the health check tests.

Verify that all tests are passing before proceeding. Remember to test one thing at a
time.

VMware Storage and Availability Business Unit Documentation / 1 5 O



15.3 Network Failure between Witness and Both Data
Sites

Ao/ L3 Multicast \ /

AN 4 /
e ‘4”‘"'J----------------------------------\dl
gateway = 1/24.0
g
VLAN3

172.3.0.1= gateway

S g G & L

-
N

» &

Figure 15.15: Complete witness site outage

15.3.1 Trigger the Event

To introduce a network failure between the preferred and secondary data sites and
the witness site, one can simply remove the static route on the witness host that
provides a path to both the preferred and secondary sites, and remove the static
routes to the witness on the preferred and secondary hosts.

On Witness host issue:
esxcli network ip route ipv4 remove -g 147.80.0.1 -n 172.3.
esxcli network ip route ipv4 remove -g 147.80.0.1 -n 172.4.

(@}

.0/24
.0/24

(@}

On Preferred host(s) issue:
esxcli network ip route ipv4 remove -g 172.4.0.1 -n 147.80.0.0/24

On Secondary host(s) issue:
esxcli network ip route ipv4 remove -g 172.3.0.1 -n 147.80.0.0/24

15.3.2 Cluster Behavior on Failure

The events observed are for the most part identical to those observed in failure
scenario #1 and #2.

VMware Storage and Availability Business Unit Documentation / 1 5 1



15.3.3 Conclusion

When the Virtual SAN network fails between the witness site and both the data sites
(as in the witness site fully losing its WAN access), it does not impact the running
virtual machines. There is still a quorum of components available per object, available
from the data sites. However, as explained previously, since there is only a single
witness host/site, and only three fault domains, there is no rebuilding/resyncing of
objects.

15.3.4 Repair the Failure

Add back the static routes that were removed earlier, and rerun the health check tests.
Verify that all tests are passing. Remember to test one thing at a time.

16.

Further Information

16.1 VMware Virtual SAN Community

16.2 Links to Existing Documentation

VMware Virtual SAN Resources

Administering VMware Virtual SAN

VMware Compatibility Guide

VMware Virtual SAN Diagnostics and Troubleshooting Reference Manual
VMware Virtual SAN 6.0 Design and Sizing Guide

Virtual SAN Hosted Evaluation

VMware Virtual SAN Health Check Plugin Guide

16.3 VMware Support

My VMware
How to file a Support Request in My VMware

Location of log files for VMware Products
Location of ESXi 5.1 and 5.5 log files
Collecting Virtual SAN support logs and uploading to VMware
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http://www.vmware.com/products/virtual-san/resources.html
http://pubs.vmware.com/vsphere-60/index.jsp#com.vmware.vsphere.virtualsan.doc/GUID-4A419B16-FE28-4174-B05E-F4D3D9436DFD.html
http://www.vmware.com/resources/compatibility/search.php?deviceCategory=vsan
http://www.vmware.com/files/pdf/products/vsan/VSAN-Troubleshooting-Reference-Manual.pdf
http://www.vmware.com/files/pdf/products/vsan/VSAN_Design_and_Sizing_Guide.pdf
https://my.vmware.com/web/vmware/evalcenter?p=vsan-6-hol
http://www.vmware.com/files/pdf/products/vsan/VMW-GDL-VSAN-Health-Check.pdf
https://my.vmware.com/web/vmware/login
https://my.vmware.com/web/vmware/login
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2006985
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=1021806
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2032076
http://kb.vmware.com/selfservice/microsites/search.do?language=en_US&cmd=displayKC&externalId=2072796

Appendix A—Fault Domains

In this four-node environment, we now look at the benefits of failure domains, a
new feature introduced in vSphere 6.0. In this scenario, we will assume that the 4
nodes are in two racks, something as follows.

Figure A.1 Fault Domains

The objective now is to match the rack with fault domains. This implies that if there
is a rack failure, the virtual machine components will have been distributed in a
fashion such that they remain available even when a complete rack fails.

Al. Setting up Fault Domains

As shown above, we will create three fault domain, two of which only contain a single
host, but one which contains two hosts. Navigate to the Manage tab, and under Virtual

SAN select Fault Domains as shown below. Initially, there are no hosts in any fault
domains.

) vsaNGCluster  Actions ~

Gefting Started  Summary  Monitor | Manage | Related Objects

BBHngs | Scheduled Tasks | arm Definiions | Tags | Pemissions

“« Virtual SAN Cluster Fault Domains
~ Services You can group Virtual SAN hosts that could potentially fail together by creating a fault domain and assigning one or more hosts to it. Failure of all hosts within a single fault domain is treated as
vSphere DRS one failure. If fault domains are specified, Virtual SAN will never put more than one replica of the same objectin the same fault domain.
vSphere HA == a (Q Filter -
 Virtual SAN Fault Domain/Hast
General ~ Hosts notin fault domain (4 hosts)
Disk Management @ cs-ie-hodielocal
w @ cs-ls-hotielocal
Health [@ cs-ie-ho2ielocal
+ Configuration @ codehodielocal

Figure A.2 No hosts in Fault Domains

Click on the green “+” symbol to create a fault domain. Initially, we will add host cs-
ie-h01.ie.local to the first fault domain. Let’s call the domain FD1.

VMware Storage and Availability Business Unit Documentation / 1 5 3



Hews Fault Domain

Mame: |FD1

Selectthe hosts to maove inta this fault domain.

Show: | Hosts notin fault domains LR -

Host Fault Domair
[@ cs-ie-hD3ielocal
¥ [J cs-ie-h01.ielocal
| @ cs-ie-h02ielocal

[@ cs-ie-ho4ielocal

ditems |=¢

OK Cancel

i:igure A.3 Add single host to Fault Domain FD1

Repeat this operation for the second fault domain, but this time add host cs-ie-
h02.ie.local to this domain FDZ2. For the third fault domain, add the remaining two
hosts, cs-ie-h03 and cs-ie-h04 as shown here.

-

New Fault Domain

Mame: [FD3

Select the hosts to move into this fault domain.
Show: | Hosts notin fault domains - [«
[g cs-ie-h0dielocal

[§ es-ie-ho4ie.local

4 K E
i)

2items |-~

OK Cancel

i:igure A.4 Add two hosts to third Fault Domain FD3

At this point, three fault domains have been created.
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Fault Domain/Haost
Haosts not in fault domain (0 hosts)
~ FD3 (2 hosts)
[ cs-le-hozielocal
G cs-ie-h0dielocal
= FD1 (1 host)
g cs-ie-h0tielocal
» FD2 (1 host)
@ cs-ie-h02ielocal

Figure A.5 Fault Domain Overview

A2. Create a Policy to Leverage Fault Domains

The next step is to create a VM storage policy that highlights the behavior of fault
domains. In the event of a failure of any single rack, there should still be enough
components available belonging to the VM to continue running. In essence, there
should still be a full copy of the data even when a rack fails. Let’s create a policy so
that we can observe how a VM’s components. We have chosen a policy that has
NumberOfFailuresToTolerate = 1 and NumberOfDiskStripesPerObject = 3.

We have already created policies back in chapter 9. Here are the steps once again.

vmware* vSphere Web Client

Navigator X [ VM Storage Policies
dHme D | Objects
% M Storage Policies 3

ES stripewidth=2
Ef virtual SAN Default Storage Policy
ES wol No Requirements Policy

B 7 G 77| Zactons ~

Name Desciption VG
Ef Vinual SAM Default Storage .. | Storage policy used as defaultf... |} levesa-09.e local
[B- Vol No Requirements Policy | Allow the datastore to determine., . _‘J ie-vcsa-09.ie.local
Ef StripeWidth=2 MumberGiDiskStripesPerObject () iewvesa-09elocal

Figure A.6 Navigate to VM Storage Policies

Click on the “Create New Policy” icon. Give it a name and an optional description.
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& Create New VM Storage Policy o

vED Name and description

Enter a name and (optional) description
" 2 Rule-Sets

2 -Set 1 —
2a Rule-Set 1 vCenter Server. | le-vesa-08.elocal | v

3 Storage compatibili
2 Rty MName: StripeWidth=3

4 Ready to complete

Description: Fault Domains Test

HNext Cancel
Figure A.7 Give a hame and description to the policy
Click through the rule-set description.
{3 Create New VM Storage Policy 20|

+ 1 Name and description Rule-Sets
AW storage policy consists of rules thatdescribe requirements for the storage resources. The policy ¢an include multiple rule-
b4 2 Rule-Sets sets describing the storage resource requirements for different datastore types.
2a Rule-Set 1 The W storage policy will match datastores that satisfy all the rules in atleastone of the rule-sets

3 Storage compatibility
Gold Storage Policy

Readyt mplete

Rule-set 1 Rule-set 2 Rule-set 3
or or

Back Next Cancel

Figure A.8 Rule-set description

In the Rule-Set 1 window, select Virtual SAN as the “Rules based on data service”.
Then add the rule “Number of disk stripes per object” and set the value to 3. There is
no need to add “Number of failures to tolerate” as this is automatically set to 1 for
every policy unless you explicitly set it to a value of 0.
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& Create New VM Storage Policy =) "

+ 1 Name and description Rule-Set 1
Select rules specific for a datastore type. Rules can be based on data sernvices prowded by datastore or based on tags.
~" 2 Rule-Sets The W storage policy will match datastores that satisfy all the rules in at least one of the rule-sets.
2a Rule-Set1
3 Storage compatibility Rules based on data services | VSAN - | Storage Consumption Model
4 Ready to complete Mumber of disk stripes per object @ |3 I @ | | Avitual diskwith size 100 GB
would consume:
<Add rule> | B Storage space
200,00 GB
Rules based on tags Initially reserved storage space
0o0oB
| Add tag-based ruls... | Reserved flash space
0ooe

Add another rule set

Back Next Cancel

Figure A.9 Number of disk stripes per object

The Virtual SAN datastore should appear as compatible, in other words it
understands the policy settings.

& Create New VM Storage Policy =) "

+ 1 Name and description Storage compatibility
As defined, this VM storage policy is compatible with the following storage:
" 2 Rule-Sets

L 2a Rule-Set 1 e

b 3 Storage compatibility Storage Compatibility  Total Capasity Virtual SAN Capacity  Virtual Volumes Cap... VMFS Capacity NFS Capacity

+~ 4 Ready to complete Compatible 106 TB 1.06 TB 0008 0008 0.00B
Incompatible 52.50 TB 0.00B 0.00B 273.00 GB 5223TB

Compatible storage

EA R Q, Filte -
Name Datacerter Type Free Space Capacity Warnings
B vsanDatastore [a vsANE-DC vsan 901.48 GB 106 TE

Back Next Finish Cancel

Figure A.10: vsanDatastore shows as compatible

The final step is to click on Finish and create the policy.
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& Create New VM Storage Policy

Ready to complete

" 1 Name and description
Confirm that the information below is correct and click Finish to create the WM storage policy.

" 2 Rule-Sets

~  2a Rule-Set1

General
+~ 3 Storage compatibility VETE StripeWicth=3
Rt Description Fault Domains Test

vCenter Server ie-vcsa-09.ielocal

Rule-Set 1: VSAN

Mumber of disk stripes per 3
object

Back Finish Cancel

Figure A.11 Finish creating the policy

We can now go ahead and deploy a VM with this policy, and afterwards we shall
examine the layout and see if it is taking Fault Domains into account.

A3. Create a VM and Check the Fault Domains

At this point, a new VM can be deployed. The only inputs required for this VM are to
provide it with a name and to choose the newly created policy with a StripeWidth =
3.

[J VSANG.Cluster  Actions =

Getting Started | Sun ﬁ Actions - VSANE-Cluster J__
g AddHost.

— [, Move Hosts into Cluster...

. Mew Virtual Machine ‘& Mew Virtual Machine...
_J I Mew vApp 1 @ Mew WK from Library...
S= ® New Resource Pool... | 4

¥p Deploy OVF Template..

Restore Resource Pool Tree

Figure A.12 Create a new VM
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45 New Virtual Machine

1 Select creation type
L 1a Selecta creation type

2 Edit settings
~  2a Selecta name and folder
»  2b Selecta compule resource

v 2¢ Selectstorage

2d Select compatibility

Figure A.13 Select the new VM Storage Policy

Select storage

Selectthe datastore in which to store the configuration and disk files

VM Sterage Palicy.

StripeWidth=3

i}

7) W

The following datastores are accessible from the destination resource that you selected. Select the destination datastore for the
vitual machine configuration files and all of the virtual disks.

Hame

Compatible

[ vsanDatastore
Incompatible

B NFS-silon

B corkisos.cslvmware.com
B cs-ie-h04-scratch

B cs-ie-h03-scratch

Com patibility:

@ Ccompatibility checks succeeded

Capacity Provisioned Free

106 TB 361.48 GB 90148 GB

50.46 TB 379.50 GB 50.19TB

1¥7TB 16278 160.36 GB

126.50 GB 321GB 133.27 GB

136.50 GB 333GB 13317 GB
Back

vsan

NFSV3
NFS V2
VMFS
VUFS

Hext

Cancel ‘

The rest of the VM creation options can be left at the default. Once the virtual machine
has been deployed, check the Manage tab > Policies and verify that the VM is
compliant with the policy. It should be compliant as shown below.

() FD-SW3-TEST.VM | Actions ~

Getting Started  Summary  Monitor

Manage

Related Objects

Settings | Alarm Definifions | Tags | Permissions [Policies”| Scheduled Tasks

Storage

(-

Hame

] V4 home
&5 Hard disk 1

@ StripeWidth=3
3 stripeWidth=3

Compliance Status

+ Compliant

+ Compliant

Figure A.14 VM Storage Policy is Compliant

Last Chedked
1610412015 09:19
16/04/2015 09:19

Finally check the distribution of VM components under the Monitor tab > Policies.

{3 FD-SW3.TEST-VM | Actions ~

Gefting Started  Summary | Monitor

lanage

Related Objects

Issues | Performance [|PONCIES | Tasks Euer'?s‘.hlmhc’:

(S
£ VM home
4 Hard disk 1

Compliance Failuras

FD-SW3-TEST-VM - Hard disk 1 : Physical Disk

VM Storage Policy
ES StripeWidth=3
Ef} StripeWidth=3

Physical Disk Placement

Placement

Compenant Stata st
~ RAD1
~ RADO
Component W Active [ cs-ie-n03iel
Component Wl Active [@ cse-nodiel..
Component W Active @ cse-hodiel
~ RADO
Component B Active @ csienotiel.
Companent W Active @ csie-hoziel.
Component W Active [ cs-ie-hoziel

Compliance Status

+ Compliant
+ Compliant

3 HP Serial Attached SCSI Dis.

& HP Serial Attached SCS8I Dis...

&3 HP Serial Attached SCEI Dis.

(3 HP Serial Attached SCSI Dis...
&8 HP Serial Attached SCSI Dis..

& HP Serial Atached SCSI Dis.

Figure A.15 Component distribution

Flash Disk

52fff7 ee-ecd4-2c7 d-47a4-5af25

524a1c38-507d-caad-0127-1d5...

524231c38-567d-caad-0127-fd5

526908e7-8630-9951-9962-dd...
52d513ae-a650-3047-ed6-4df5..

52d513ae-a650-3b4 7-edbl-4dfE

Last Checked
16/04/12015 09:19
16/04/2015 0919

&3 HP Serial Attached SCSI Dis.

& HP Serlal Attached SCSI Dis..

&3 HP Serial Attached SCSI Dis.

(3 HP Serial Atached SCSI Dis...
&3 HP Serial Attached SCSI Dis...

&3 HP Serial Attached SCSI Dis.

2items |~

523d03eb-4863-cb62-136F-E
522e849C-3461-4141-1160-2
52a397194-d754-289e-178-

5268100-1118-6266-c204-¢
52c28847-a9d1-7afe-6%eaf
52842¢4¢-5219-238a-5342-¢
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The questions that need to be asked now are related to rack failures and fault domain
failures. For example, if rack 1 were to fail, is there still a full copy of the data? The
answer is yes. What about rack 2? Yes, there is still a full copy of the data. What about
rack 3, which houses hosts 3 and 4? The answer is yes, once again there would be a
fully copy of the data even if rack 3 failed.

One additional item to highlight here is the lack of witnesses. This is something new
in Virtual SAN 6.0. Certain configurations do not need witnesses as a new voting
mechanism has been introduced which gives components extra votes. Therefore in
some configurations, such as this one, witnesses are not needed, reducing the overall
component count.
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Appendix B—Migrating from Standard
vSwitch to Distributed

Before we begin, this procedure is rather complicated, and can easily go wrong. The
only real reason why one would want to migrate from VSS (standard vSwitches) to a
DVS (Distributed vSwitch) is to make use of the Network /0 Control feature that is
only available with DVS. This will then allow you to place QoS (Quality of Service) on
the various traffic types such as Virtual SAN traffic.

Warning: Ensure that you have console access to the ESXi hosts during this exercise.

All going well, you will not need it. However, should something go wrong, you may
well need to access the console of the ESXi hosts.

B.1 Create Distributed Switch

To begin with, create the distributed switch. This is a relatively straight forward
exercise.

| [l Actions - VSANE-DC b
¥ AddHost.. I
%P Mew Cluster..
Mew Folder »
‘ &= Mew Distributed Switch_.,
Mew Virtual Machine » Bl Import Distributed Switch..

i:igure B.1 Create a new distributed switch

Provide it with a name.

2= New Distributed Switch 7)

1 Name and location Name  [VSANPDSwilch

2 Select version Location:  [la VEANS-DC

Next Cancel

Figure B.2: Provide a name for the new distributed switch
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Select the version of the DVS. In this example, we shall use the latest version, 6.0.0.

D= New Distributed Switch 7"
+ 1 Name and location Selectversion
m Specify a distributed switch version
3 Edit settings =) Distributed switch: 6.0.0
This version is compatible with Vilware ESXi version 6.0 and later. The following new features
are available: Network /0 Conirol version 3, and IGMP/MLD snooping
Distributed switch: 5
This version is compatible with Vilware ESXi version 5.5 and later. The following new features
are available: Traffic Filtering and Marking, and enhanced LACP support.
Distriputed s 510
This version is compatible with Vilware ESXi version 5.1 and later. The following new features
are available: Management Network Rollback and Recovery. Health Check, Enhanced Port
Mirroring, and LACP,
Distributed switch: 5.0.0
This version is compatible with Vilware ESXi version 5.0 and later. The following new feafures
are available: User-defined network resource pools in Network /0 Control, NetFlow, and Port
Mirroring
Back Hext Cancel

Figure B.3: Select the distributed switch version

At this point, we get to add the settings. First, you will need to determine how many
uplinks you are currently using for networking. In our POC, we are using six; one for
management, one for vMotion, one for virtual machines and three for Virtual SAN.
Therefore, when we are prompted for the number of uplinks, we select “6”. This may
differ in your environment but you can always edit it later on.

2= New Distributed Switch 7)
+ 1 Name and location Edit settings
Specify number of uplink ports, resource allocation and default port group.
v 2 Selectversion
3 Edit settings
Number of uplinks: & =
4 Ready to complete
Network /0 Control: Enabled
Default port group: [ create 3 default port group
Port graup name: |\.|Gl.1T1-DPG
Back Next Cancel

Figure B.4: Select the number of uplinks

Another point to note here is that a default portgroup can be created. You can
certainly create a port group at this point, but there will be additional port groups
that need to be created shortly. At this point, the distributed switch can be completed.
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2= Mew Distributed Switch 7 W

Ready to complete
Review your settings selections before finishing the wizard

~" 1 Name and location

« 2 Selectversion

e Name VSAN-DSwitch
Mumber of uplinks: [
Metwork /D Control: Enabled
Default port group: MGNT-DPG

Suggested next actions
2, New Distributed Port Group
[@» Add and Manage Hosts

@ These adions will be available in the Actions menu of the new distriouted switch

Back Finish Cancel

Figure B.5: Complete the creation of the DVS

As alluded to earlier, configure and create the additional port groups.

B.2 Create Port Groups

In the previous exercise, a single default port group was created for the management
network. There was little in the way of configuration that could be done at that time.
It is now important to edit this port group to make sure it has all the characteristics
of the management port group on the VSS, such as VLAN and NIC teaming and failover
settings. Select the distributed port group, and click on the Edit button shown below.

\ware® vSphere Web Client  #= U | Administrator@VSPHERELOCAL ~ | Help
MNavigator X | 2 MGMTDPG | Actons v =
4 Hosts and Clusters ° Getling Started  Summary  Monitor | Manage | Related Objecis
a
[BSHRG] Marm Detitons | Tags | Permissions | Newwork Protocol Profie | Poris —
- & VSAN-DSvitch Properlies securty —
£ MGT-DPG.
= - - > Promiscuous mode: Reject
8 VSAN-DSwilch-DVUplinks-277 A2 sderess chanses et
Forged trans mits Reject

Ingress traffic shaping

Disabled

None

Figure B.6: Edit the distributed port group

VMware Storage and Availability Business Unit Documentation / 1 6 3



For some port groups it may be necessary to change the VLAN. Since the management
VLAN in this POCis on 51, we need to tag the distributed port group accordingly.

& MGMT-DPG - Edit Settings.

)

General VAN bpe w7
Advanced VLANID: a1 =
Security

Traffic shaping

v ]

Teaming and failover

Monitoring

Traffic filtering and marking

Miscellaneous

Figure B.7: Tag the distributed port group with a VLAN

That is the management distributed port group taken care of. You will also need to
create distributed port groups for vMotion, virtual machine networking and of course
Virtual SAN networking. In the “Getting Started” tab of the distributed switch, there
is a basic task link called “Create a new port group”.

| = VSAN-DSwitch = Actions ~

\ Getting Started Summary Monitor Manage Related Objects

What s a Distributed Switch?

Adistributed switch acts as a single virtual
switch across all associated hosts. This
allows virtual machines to maintain
consistent network configuration as they
migrate across hosts

Distributed virtual networking configuration
consists ofthree parts. The first part takes
place at the datacenter level, where
distributed switches are created, and hosts
and distributed port groups are added to
distributed switches. The second parttakes
place atthe hostlevel, where host ports and
networking services are associated with
distributed switches either through individual
host networking configuration or using host
profiles. The third parttakes place atthe
virtual machine level, where virtual machine
NICs are connected to distributed portgroups
either through individual vitual machine NIC
configuration or by migrating virtual machine
networking from the distributed switch itself.

Basic Tasks Explore Further
[[Z Add and manage hosts Learn more about distributed
& Manage this distributed switch switches

(%, Create a new port group ) Learn how to set up a network

with a distributed switch

Figure B.8: Create a new distributed port group
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In this exercise, we shall create a port group for the vMotion network.

&, New Distributed Port Group

7
B 1 Selectname andlocation YRS Vhotion-DFG
2 Configure settings Location: & VSAN-DSwitch
Ready mplete
Next Cancel
Figure B.9: Provide a name for the new distributed port group
£, New Distributed Port Group 20
+ 1 Select name and location Configure setiings
Setgeneral properties of the new port group.
Bty pconeeta Port binding Static binding -
Port allocation

Elastic v
© Elastic port groups automatically increase or decrease the number of ports as needed.
Number of ports: 8 =

Network resource pool (default) X
VLAN

VLAN type: WVLAN v

VLAN ID: o
Advanced

[[] Customize default policies configuration

Back Next Cancel

Figure B.10: Configure distributed port group settings,

‘2, New Distributed Port Group

such as VLAN

+ 1 Select name and location Ready to complete
Review the changes before proceeding
+ 2 Configure seftings
3 Ready to complete Distributed port group name
Fort binding:

WMolion-DPG

Static binding
Number of ports: 8
Port allocation

Elastic
Network resource pool: (detault)
VLAN ID! 51

Back Finish Cancel

Figure B.11: Finish creating the new distributed port group
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Once all the distributed port groups are created on the distributed switch, the uplinks,
VMkernel networking and virtual machine networking can be migrated to the
distributed switch and associated distributed port groups.

Warning: While the migration wizard allows many uplinks and many networks to be
migrated concurrently, we recommend migrating the uplinks and networks step-by-
step to proceed smoothly and with caution. For that reason, this is the approach we
use here.

B.3 Migrate Management Network

To begin, let’s migrate just the management network (vmkO0) and its associated
uplink, which in this case is vmnic0 from VSS to DVS. To begin, select “Add and
manage hosts” from the basic tasks in the Getting started tab of the DVS.

Navigator X & VSAN-DSwitch = Actions v
4 Hosts and Clusters O Getting Started | Summary Monitor Manage Related Objects
P @ A e
v [ Jie-vcsa-09.ie.local What s a Distributed Switch?
v [la VSANS-DC Adistributed switch acts as a single virtual
Q‘v’l.! Network switch across all associated hosts. This
= allows virtual machines to maintain
# VSAN-DSwitch > consistent network configuration as they
&MGL!TvDPG migrate across hosts

VS AN Wi \ ink: {3
&8 VSAN-DSwitch-DVUplinks-277 Distributed virtual networking configuration
consists ofthree parts. The first part takes
place atthe datacenter level, where
distributed switches are created, and hosts
and distributed port groups are added to
distributed switches. The second parttakes
place atthe hostlevel, where host ports and
networking senvices are associated with
distributed switches either through individual
host networking configuration or using host
profiles, The third parttakes place at the
virtual machine level, where virtual machine
NICs are connected to distributed portgroups
either through individual virtual machine NIC
configuration or by migrating virtual machine
networking from the distributed switch itself.

Basic Tasks Explore Further

r & ™ S

( [ Add and manage hosts ) Learn more about distributed
&a Manage this distributed switch switches

% Create a new port group Learn how to set up a network
| with a distributed switch

Figure B.12: Add and manage hosts

The first step is to add hosts to the DVS.
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[[» Add and Manage Hosts

Select task
Select a task to perform on this distributed switch.

(=) Add hosts
Add new hosts to this distributed switch.

) Manage host networking
srnel network WManage networking of hosts attached to this distributed switch,

) Remove hosts
e impact Remove hosts from this distriouted switch.

(_) Add host and manage host networking {advanced)
Add new hosts and manage networking of hosts already atached to this distributed switch. Use
this option to unify the network configuration of new and existing hosts.

Next Cancel

Figure B.13: Add hosts

Click on the green + and add all four hosts from the cluster.

[{» Add and Manage Hosts

+ 1 Selecttask Select hosts

Select hosts to add to this distributed switch.
2 Select hosts

o= New hosts..
fost Host Status
e Tty G (Mew)cs-ie-h01elocal Connected
ﬂ (New) cs-ie-h02.ie.local Connected
ﬁ (Mew) cs-ie-h03.ie local Connected
Ready to complete ‘Q (Mew) cs-ie-h04.ie.local Connected

D Configure identical network settings on multiple hosts (template mode). (i)

Back Next Cancel

Figure B.14: Select all hosts in the cluster

The next step is to manage both the physical adapters and VMkernel adapters. To
repeat, what we wish to do here is migrate both vmnic0 and vmkO to the DVS.
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+ 1 Selecttask Select network adapter tasks
Selectthe network adapter tasks to perform.

+/ 2 Select hosts

Select network adapter -
2 Manage physicat adapters

Manage physical network Add physical network adapters to the distributed switch, assign them to uplinks, or remove

4 adapters existing ones.
Manage VMkernel network M Manage VMKernel adapters
sclaptLS Add or migrate Vikemel network adapters to this distributed switch, assign them to distributed
6 Analyze impact port groups, configure Vidkernel adapter settings, or remove existing ones.
7 Ready to complete ["] Migrate virtual machine networking
Wigrate VM network adapters by assigning them to distributad port groups on the distributed
switch,

[[] Manage advanced host settings
Setthe number of ports per legacy host proxy switch.

Sample distributed switch
Manage VMkemel < — — Manage physical
adapters v VMkemel ports adapters
[ vmk
[ VM port group.
v Virtual Machines
& vm

| Back |  Next Finish Cancel

Figure B.15: Select physical adapters and VMkernel adapters

Next, select an appropriate uplink on the DVS for physical adapter vmnicO. In this
example we chose Uplinkl.

Assigned Adapier
T CO
Uplink 2 -
Uplink 3 -
Uplink 4
Uplink 5
Uplink &

(Auto-assign)

[oc ) (Gl

Figure B.16: Assign uplink (uplinkl) to physical adapter vmnicO
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With the physical adapter selected and an uplink chosen, the next step is to migrate
the management network on vmkO from the VSS to the VDS. We are going to leave
vmk1 and vmk2 for the moment and just migrate vmkO.

Select vimkO, and then click on the “Assign port group” as shown below. The port
group assigned should be the newly created distributed port group created for the
management network earlier. Remember to do this for each host.

[{% Add and Manage Hosts

' 1 Selecttask
+ 2 Select hosts

W o Select network adapter A W
? tasks & w

s

o Manage physical network

Manage VMkerne| network adapters
Manage and assign Wikerne! network adapters to the distributed switch

ernel network adapters with the waming sign might lose netwark connectivity unless they are migrated to the distributed
ch. Select a destination port group to migrate them.

Hem s 1/é AsS g'cu:.\l @ View setings
adapters & InU Swit oe Port G Destination Port Group
Analyze impact - ho1.ielocal
. On this switch
- On other switches )
(: [ ko vSwitch0 VMkemel-mgmt Do not migrate \)
E vmk1 vBwitch0 VMkernel-vmotion Do not migrate
vmk2 vSwitch1 VSAN Do not migrate
~ § cs-ie-hd2ie local
On this switch
+ On other switches
- \
'.\ E wmkD vSwitch0 VMEkemel-mamt Do not migrate /_I
[ vk vSwitch0 Do not migrate
wmk2 vSwitch1 Do not migrate
-8 h03 ie local
On this switch
+ On other switches
@ vmkD vAwiteh Mananement Netwnark Da nat minrate N

Back Next Cancel

Figure B.17: Assign port group for vmkO

Click through the analyze impact screen since it only checks iSCSI and is not relevant

to the Virtual SAN POC.

[[> Add and Manage Hosts

+ 1 Selecttask Analyze impact
~* 2 Select hosts

v 3 Select network adapter

v 4 Manage physical network

adapters
= Manage VMkernel network ~ @ cs-e-n0tielocal
adapters ISCsI
+ [ csde-n0zielocal
7 Ready to complete iscsl

» [ cs-ie-hozielocal
isCsl

v [J cs-e-hodielocal

mpact Analysis per Service

Review the impact this configuration change might have on some network dependent senices

tasks Overallimpactstatus: @ Mo impact

14 Status
@ Noimpact
@ Mo impact

@ Noimpact

Back Next Cancel

Figure B.18: Impact on iSCSI (not relevant)
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At the finish screen, you can examine the changes. We are adding 4 hosts, 4 uplink s
(vmnicO from each host) and 4 VMkernel adapters (vmkO from each host).

[{> Add and Manage Hosts 2
+ 1 Selecttask Ready to complete
Review your settings selections before finishing the wizard.

~' 2 Select hosts
\, Select network adapter

tasks Number of managed hosts
o Manage physical network Hosts to add: 4

adapters
v 5 Manage ViMkernel network Number of network adapters for update

adapters Physical netwark adapters: 4
+/ 6 Analyze impact Reassigned Vidkernel network 4

adapters:
%l 7 Ready to complete
Back Finish Cancel

Figure B.19: Ready to complete

When the networking configuration of each host is now examined, you should
observe the new DVS, with one uplink (vmnic0) and the vmk0 management port on
each host.

[ cs-ie-hotiedocal  Actons v

Getting Started  Summary  Monitor | Manage | Related Objects

Setings [Neworking | Storage | Alarm Definitions | Tags | Pemissions

Virtual switches

[ viaisviches SN

VMkernel adapters

Physical adapters & VSAN-DSwitch -
TCPAP configuration 7 vewitcho
Advanced 7/ vawitchi

Distributed switch: VSAN-DSwitch (MGMT-DPG)
2] (assigned port groups) -

Assigned port groups filter applied, showing: % n

[ MGNT-DPG 0
VLAN ID: 51 T | » & Uplink 1 (1 NIC Adapter)

Uplink 2 (0 NIC Adapters)
Uplink 3 (0 NIC Adapters)
Uplink 4 (0 NIC Adapters)
Uplink 5 (0 NIC Adapters)
Uplink 6 (0 NIC Adaplers)

> Vilkernel Ports (1)

fb‘| (v VSAN-DSwitch-DVUplinks277 @
Virtual Machines (0) |

Figure B.20: Management network migration to DVS complete

You will now need to repeat this for the other networks.
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B.4 Migrate vMotion

Migrating the vMotion network takes the exact same steps as the management
network. Before you begin, ensure that the distributed port group for the vMotion
network has all the same attributes as the port group on the standard (VSS) switch.
Then it is just a matter of migrating the uplink used for vMotion (in this case vmnic1)

along with the VMkernel adapter (vimk1). As mentioned already, this takes the same
steps as the management network.

When the migration completes, the individual host network configuration should
look similar to the following diagram.

[ csde-notiedocal  Actions

il
‘

Getting Started  Summary  Monitor | Manage | Related Objecis

Settings | Networking | Storage | Alarm Definitions | Tags | Pemmissions

“ Virtual switches

Virtual switches —
B MR/ XO

VMkernel adaplers .

Physical adapters = VSAN-DSwitch

it vswitcho

£t vawitcht

TCPIP configuration

Advanced

Distributed switch: VSAN.DSwitch (MGMT-DPG)
B (assigned portgroups) |~ | @
Assigned port groups filter applied, showing: 2 2/

2, NGHT-DPG )

% ¥ VSAN-DSwitch-DvUplinks-277 @)
VLAN ID: 51 | 1| | » &R Uplink 1 (1 NIC Adapter)
» Viikemel Ports (1) | | » &R Uplink 2 (1 NIC Adapter)
Virtual Machines (0) | BS Uplink 3 (0 NIC
e ——— B8 Uplink 4 (0 NIC
[ VWiolion-DPG Li]RE T8 Uplink 5 (0 NIC Adapters.
VLAN ID: 51

& Uplink 6 (0 NIC Adapters)
» Vlkernel Ports (1

Virtual Machines (0

Figure B.21: vMotion network migration to DVS complete

B.5 Migrate Virtual SAN Network

If you are using a single uplink for the Virtual SAN network, then the process
becomes the same as before.

However, if you are using more than one uplink, then there are additional steps to
be taken. If the Virtual SAN network is using a feature such as Link Aggregation
(LACP), or it is on a different VLAN to the other VMkernel networks, then you will

need to place some of the uplinks into an unused state for certain VMkernel
adapters.

For example, in this scenario, VMKkernel adapter vmk2 is used for Virtual SAN.
However uplinks vmnic3, 4 and 5 are used for Virtual SAN and they are in a LACP
configuration. Therefore for vimk2, all other vmnics (0, 1 and 2) must be placed in an
unused state. Similarly, for the management adapter (vmk0) and vMotion adapter
(vmkO0), the Virtual SAN uplinks/vmnics should be placed in an unused state.
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Modifying the settings of the distributed port group and changing the path
policy/failover appropriately do this.

In the manage physical network adapter, the steps are similar as before except that
now you are doing this for multiple adapters.

[ Add and Manage Hosts 5

+ 1 Selecttask Manage physical network adapters
Add or remove physical network adapters to this distributed switch
" 2 Select hosts

v 3 Select network adapter i
tasks & Assign uplink 3¢ Unassign adapter w Resetchanges @@ View settings

4 Manage physical network Hiost/Physical Netwsrk Adapiers 14 In Use by Switch Uplink Uplink Port Group
adapters
+ [@ cs-ie-hotielocal -
~ Onthis switch
vmnicO VSAN-DSwitch Uplink 1 VSAN-DSwitch-DVUpli
Ready to complete [ vmnic2 VSAN-DSwitch Uplink 2 VSAN-DSwitch-DVUPplI
// vmnic3 (Assigned) vBwitch1 Uplink 4 VSAN-DSwitch-DVUpli. \\
| vmnict (Assigned) vSwitch1 Uplink 5 VSAN-DSwitch-DVUpli...
\\ vmnic7 (Assigned) vBwitch1 Uplink & ‘v'S.-"-N-DS-M‘ch-D":'UpIi.../f

~ On other switches/unclaimed
[ vmnicl vawitchd - -
+ [@ cs-ie-hd2ielocal

~ Onfhis switch

vmnicO VSAN-DSwitch Uplink 1 VSAN-DSwitch-DVUplin...

vmnic2 VSAN-DSwitch Uplink 2 VSAN-DSwitch-DVUpli
/ vmnic3 (Assigned) vSwitch1 Uplink 4 VSAN-DSwitch-DVUpli. \

vmnicd (Assigned) vSwitch1 Uplink 5 VSAN-DSwitch-DVUPli
A\ vmnic5 (Assigned) vSwitch1 Uplink & VSAN-DSwitch-DVUplin.,/

~ On other switchesiunclaimed

 umnicd w@witrhi — —

Back Hext Cancel

Figure B.22: Multiple uplinks used by the Virtual SAN network

As before, vimk2 (the Virtual SAN VMkernel adapter) should be assigned to the
distributed port group for Virtual SAN.

[ Add and Manage Hosts )

+ 1 Selecttask Manage VMkernel network adapters
Manage and assign \IMkernel network adapters to the distributed switch
~* 2 Selecthosts

v 3 B A vikarnel network adapters with the warning sign might lose network conneactivity unless they are migrated to the distributed

tasks
- Manage physical network switch. Select a destination port group to migrate them.
adapters Edit " ¢ < few seti
2, Assign port group # Editadapter wn Resetchanges (@ View settings
5 Manage VMkernel network
adaplers fost/Vikerne| Network Adapters 14 In Use by Switch Source Port Destination Po
e impact il vmkd VSAN-DSwitch Vidotion-DPG Do not migrate -
C lete \: @ vmk2 (Reassigned) vSwitch1 VEAN VSAN-DPG .:]

On other switches
* [@ cs-le-hd3ielocal
+ On this switch

vmk0 VSAN-DSwitch MGMT-DPG Do not migrate
Lulal WVSAN-DSwitch VMotion-DPG Do not migrate
( [ vmk2 (Reassigned) vSwitch VSAN VSAN-DFG )
S\ 4

On other switches
= [@ cs-e-hDdielocal
~ On this switch

vmkD WVSAN-DSwitch MGMT-DPG Do not migrate
wmk1 VSAN-DSwitch VMotion-DPG Do not migrate
(g wmi2 (Reassigne) \Switch VSAN VSAN-DPG )

On other switches

Back Hext Cancel

Figure B.23: Assign distributed port group for Virtual SAN networking

VMware Storage and Availability Business Unit Documentation / 41 7 2



Note: If you are only now migrating the uplinks for the Virtual SAN network, you may
not be able to change the distributed port group settings until after the migration.
During this time, Virtual SAN may have communication issues. After the migration,
move to the distributed port group settings and make any policy changes and mark
any uplinks that should be unused. Virtual SAN networking should then return to
normal when this task is completed. Use the Health Check plugin to verify that
everything is functional once the migration is completed.

Navigator K| 2 VSAN-DPG  Actions =
4 Home jo] Getting Started | Summary Monitor Manage Related Objects
o @ 8 e
- [ ievcsa-09.e local Whatis a distributed port group?
- ﬁu‘St‘\NS-DC Adistributed port group is a port group
- &= VSAN-DSwilch assa_:iahed with a distributed sx_t.-ltch and
B . specifies port configuration options for each
& MGNT-DPG member port. Distributed port groups define
&\.-’I.I-DPG how a cenneclion is made through the
évLIolion-DPG disfributed switch to the network.

£ VSAN-DPG >

58 VSAN-DSwitch-DVUplinks-277

~

/Basic Tasks Explore Further

& Edit distributed port group settings, Learn more about distributed port
\ i groups
Learn how to set up a network
with a distributed switch

Figure B.24: Change distributed port group settings

é VSAN-DPG - Edit Settings 7
Gel | s R
neral I,\ Load balancing: Route based on IP hash | @ /.'
Advanced Network failure detection Link status only -
Security
L Motify switches: Yes -
Traffic shaping
Failback Yes M
VLAN
eaming and failover ./Fa'nuvel order \
Monitoring
Traffic filtering and marking Active uplinks
Miscellaneous Uplink 4
[ Uplink 5
Uplink 8

Standby uplinks
Unused uplinks
Uplink 1
Uplink 2
Uplink 3

. 4

Select active and standby uplinks. During a failover, standby uplinks activate in the order specified above.

OK [ cancel

kFigure B.25: Showing load balancing and unused uplinks

That completed the VMkernel adapter migrations. The final step is to move the VM
networking.
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B.6 Migrate VM Network

This is the final step of migrating the network from a standard vSwitch (VSS) to a
distributed switch (DVS). Once again, we use the “Add and manage hosts”, the same
link used for migrating the VMkernel adapters. The task is to manage host networking.

[ Add and Manage Hosts

Select a task to perform on this distributed switch.
Add hosts
Add new hosts to this distributed switch

«) Manage host networking
Manage networking of hosts attached to this distributed switch
Remaove hosts
Remaove hosts from this distrisuted switch.

Add host and manage host networking (advanced)
Add new hosts and manage networking of hosts already attached 1o this distrisuted switch. Use
this option to unify the network configuration of new and existing hosts.

Next Cancel

Figure B.26: Manage host networking

Select all the hosts in the cluster, as all hosts will have their virtual

machine
networking migrated to the distributed switch.

[[> Add and Manage Hosts

?
+ 1 Selecttask Select hosts
Selecthosts to manage their networking on this distributed switch
: <= Attached hosts...
Hest Status

g ho1.ielocal Connectad

@ cs-ie-h02.ie local Connected

@ cs-ie-hozielocal Connected

[@ cs-ie-hdielocal Connected

Configure identical network seftings on multiple hosts (template mode). @

Back Next Cancel

Figure B.27: Select all hosts
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On this occasion, we do not need to move any uplinks. However, if the VM networking on
your hosts used a different uplink, then this of course would also need to be migrated from
the VSS. In this example, the uplink has already been migrated.

[ Add and Manage Hosts ?

v 1 Selecttask Select network adapter tasks

Selectthe network adapter tasks to perform
+/ 2 Select hosts

3 ““st Retwork adepler [C] Manage physical adapters

Add physical network adapters to the distributed switch, assign them to uplinks, or remove
existing ones

[[] Manage VMkernel adapters
Add or migrate VMkernel network adapters to this distributed switch, assign them to distributed
port groups, configure Vidkernel adapter settings, or remove existing ones.

[V] Migrate virtual machine networking
Migrate VM network adapters by assigning them to distributed port groups on the distributed
switch,

Manage advanced host settings
Setthe number of ports per legacy host proxy switch

Sample distributed switch

VMkemel port group Uplink port group
v VMkemel ports ¥ Uplink
[ vmk 5 [ ¢ [ vmnic
Migrate virtual machines VM port group
networking ¥ Virtual Machines
- Bvm m—

Back Next Cancel

Figure B.28: Migrate virtual machine networking

Select the VMs that you wish to have migrated from a virtual machine network on the
VSS to the new virtual machine distributed port group on the DVS. Click on the “Assign
port group” option like we have done many times before, and select the distributed
port group, name VM-DPG here.

[ﬁa Add and Manage Hosts 7

~ 1 Select task Migrate VM networking

Selectvirtual machines or network adapters to migrate to the distributed switch.
~" 2 Select hosts

v 5 Selectnetwork adapter
tasks

4 Migrate VM networking

5 Ready to complete

Assign Vs
the: !

or network adapters to a destination port group to migrate them. Press and hold down the CTRL key, and then click
to select multiple items.

A Some network adapters are not connected to a valid port group. Migrate these adapters to prevent networking issues.

%%5 gn portgroup wh Resetchanges (@ View settings

~ [@ cs-e-h0Zielocal

v @ ie-vesa-09_1 1
letwork adapter 1 VM Network VN-DPG
~ [@ cs-le-hoielocal
~ & FD-SW3-TEST-WM 1
[ Metwork adapter 1 WM Network VN-DPG
- @, win2k12-vsan 1
[¥1 Network adapter 1 - Do not migrate

Back Hext Cancel

Figure B.29: Assign port groups for the VMs

Reviewing the final screen. In this case we are only moving to VMs. Note that any
templates using the original VSS virtual machine network will need to be converted
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to virtual machines, edited and the new distributed port group for virtual machines
will need to be selected as the network. This step cannot be achieved through the

migration wizard.

[> Add and Manage Hosts 7
« 1 Select task Ready to complete
Review your settings selections before finishing the wizard,
+ 2 Select hosts
v o3 Select network adapter
1asks Number of managed hosts

+ 4 Migrate VM networking Hosts to update: 4
¥ 5 Ready to complete Number of network adapters for update

Virtual machine adapters: 2

Back Finish Cancel

Figure B.30: Finish

The VSS should no longer have any uplinks of port groups and can be safely removed.

[ cs-ie-nodelocal  Actions

Gelling Starled  Summary  Monitor | Manage | Relaled Objecis
Settings | Neworking | Storage | Alarm Definitions | Tags | Permissions

“ Virtual switches

e/ X0

VMkernel adapters

Physical adapters & VSAN-DSwitch
TCPAP configuration £ vswitcho
Advanced 1 vswitch1 -

Standard switch: vSwitch1 (no item selected)

No associated port gro. | % (¥ Physical Adapters

No Physical Network Adapters

Figure B.31: VSS no longer in use

This completes the migration from a standard vSwitch (VSS) to a distributed vSwitch
(DVS).
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